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Abstract

The article presents a comparative analysis of learning approaches based on two sampling methods. The training is conducted on
samples obtained when shooting real objects, and on several samples in which the images obtained when shooting real objects are
supplemented with data generated using diffusion algorithms. The article also discusses the method of obtaining the generated data.
The data generation method is based on diffusion algorithms. The initial model of the selected generation and fine-tun is the FLUX,
fine-tun method - LoRA (Low-Rank Adaptation). The fine-tun method is being considered for use on a data set of no more than
one thousand elements. An open source geospasial dataset was used in training and testing.

1. INTRODUCTION

Modern image processing algorithms in the field of detection
and segmentation are increasingly represented by neural net-
works that have proven their effectiveness. The architecture and
topology of neural networks are being improved at a rapid pace.
However, much less attention is paid to the methods of forming
a training sample, the role of which is difficult to overestimate.

This can be judged by the data obtained from many open com-
petitions in the field of neural network algorithms, in which
working with datasets brought the necessary metric points for
victory. The most revealing cases are those in which the au-
thors emphasize that they used a previously developed model
with minor additions, and focused on working with input data.

It should be noted that a huge amount of source data is re-
quired to form a training sample. For most computer vision
algorithms, the bulk of the data is collected from open sources.
But to solve highly specialized tasks, a separate collection of
information is much more often carried out, which signific-
antly complicates the development, both in time and in financial
costs.

In this regard, a solution is proposed for the formation/addition
of a training sample using the generation of neural network al-
gorithms.

The paper presents a comparative analysis of learning approaches
based on two sampling methods. The first model is trained on
a sample obtained by shooting real objects. The second one is
trained on a sample in which images obtained by shooting real
objects are supplemented with data generated using diffusion
algorithms.

However, it should be noted that most of the existing models
are trained in a large number of different classes, and to gen-
erate non-standard ones (which are rarely found in the training
sample), either additional training or low-rank adaptation train-
ing (LoRA) (or modifications of this algorithm, for example,
LyCORIS - Lora beYond Conventional methods, Other Rank
adaptation Implementations for Stable diffusion) is necessary.

2. RELATIVE WORKS

In the modern approach to learning neural network models,
there is a general tendency to use transfer learning (Mahajan,
D. et al., 2018). Which is divided into two stages: training a
model on a large amount of data with a large number of classes.
This is the task of primary model training. Next comes the fine-
tuning of the model for a specific task, during which signific-
antly smaller amounts of data are used (Zhuang F et al., 2020).

However, data classification for tasks that are not directly cor-
related with the data on which the initial training took place
still requires thousands of images to improve accuracy (Miguel
Romero et al., 2019).

To confirm this thesis, in addition to testing models trained
on mixed samples, testing will be conducted on a model pre-
trained on a large set of images - ImageNet-21k (Ridnik, T. et
al., 2021). And the classification model was adjusted based on
the volume of images submitted for training to the generative
model.

The complexity of data acquisition and the high costs associated
with data acquisition are described in a number of papers (Juan
Manuel Davila Delgadoet al., 2021; Neil Thompson al., 2024).

To solve this problem, it is proposed to use variational autoen-
coders (Juan Manuel Davila Delgado et al., 2021) to supple-
ment the data. This approach can be considered one of the ele-
ments of the solution proposed in the article, since variational
auto-encoders are an integral part of the generating algorithm
used.

It can also be noted that attempts have already been made to
supplement real data with synthetic ones (Jayanth Sivakumar,
et al., 2023).

3. METHODOLOGY

3.1 Tools for creating synthesized data

The paper will consider the option of creating a LoRA for a net-
work based on diffusion algorithms, since this option provides
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less labor and more flexibility compared to retraining the main
network. LoRA works by adding fewer new weights to the
model for training, rather than retraining the entire parameter
space of the model. This significantly reduces the number of
parameters to be trained, allowing you to reduce the training
time and make file sizes more manageable (usually about sev-
eral hundred megabytes). This makes it easier to store, share,
and use LoRA models on consumer GPUs.

The FLUX.1-dev network was chosen as the basis for creating
LoRA, as one of the leading models in the field of image gener-
ation. The models are the FLUX family.1 are based on a hybrid
architecture of multimodal and parallel diffusion transformer
units and scale up to 12B parameters (in particular FLUX.1-
dev).

FLUX developed by Black Forest Labs, based in Freiburg im
Breisgau, Germany. Black Forest Labs were founded by former
employees of Stability AI. As with other text-to-image models,
FLUX generates images from natural language descriptions,
called prompts

Like most models in the field of FLUX image generation is
based on latent diffusion (LDM). The method of image gener-
ation in LDM-based models is sequential denoising, sequential
application of Gaussian noise on training images (David Berth-
elot et al., 2023). Initially, the process of denoising elements of
diffusion algorithms was based on U-net (Ronneberger Olafet
et al., 2015; Rombach, R. et al., 2022).

The encoder compresses the image from the pixel space into a
smaller hidden space, capturing the more fundamental semantic
meaning of the image (Andreas Blattmannet al., 2023). Gaus-
sian noise is iteratively applied to the compressed latent rep-
resentation during forward diffusion. The VAE decoder gener-
ates the final image, converting the representation back to pixel
space. (Radford A. et al., 2019; Tan M. et al., 2019; Ronneber-
ger Olaf et al., 2015; Diederik P. Kingma et al., 2013; Balaji Y.
et al., 2022).

Transformers have replaced domain-specific architectures and
demonstrated remarkable scaling properties as the model size
increases. The diffusion transformer (DiT) uses the scaling
property of transformers when used as the basis of diffusion
image models.

A distinctive feature of this model is the parallel use of DiT
block - standard transformer blocks that are modified by adapt-
ation using adaptive layer norm, cross-attention, and additional
input tokens (Peebles William et al., 2023).

When integrated into the model customization process, Low-
Rank Adaptation (LoRA) could substantially reduce the num-
ber of parameters that need to be updated. It was originally de-
veloped for large language models, and later adapted for Stable
Diffusion. LoRA operates by constraining fine-tuning to a low-
rank subspace of the original parameter space.

LoRA is a fine—tuning technique proposed by Microsoft re-
searchers to adapt larger models to specific concepts. A typical
complete fine-tuning involves updating the weights of the entire
model in each dense layer of the neural network.

Pre-trained overly parameterized models actually have low in-
trinsic dimension. The LoRA approach builds on this finding by
limiting the weight update to the remainder of the model. Sup-
pose that W0 is a pre-trained weight matrix of size i x j (that is

Parameter Mean
LR Scheduler Cosine

Step 10
Number of epochs 6

Optimizer Prodigy

Table 1. LoRA model training parameters.

the matrix i rows and j-columns in real numbers), and it changes
to WD (update matrix ), so that the weight of the finely tuned
model is W = W0 ∗ WD . Using the LoRA method reduces
the rank of this update matrix. By rank decomposition so that:
WD = A ∗ B. By freezing W0 (to save memory), we can ad-
just A and B, which contain learnable parameters for adaptation
(Edward J. Hu, et al., 2022; Podell Dustin, et al.,2023).

The existing approaches to learning LoRA are quite diverse.
However, in addition to the multitude of architectural solutions,
for example, LoCON (LoRA for convolution network), LoHa
(LoRA with Hadamard product), and LoKR (LoRA with Kro-
necker product) (Yeh S. Y. et al., 2023), globally, approaches to
their training can be divided into several categories that follow
from their parameters.

LoRA training (according to the training data) can be graded by
the number of images that significantly differ from each other
(by objects, their compositions, etc.). However, it cannot be
said that the number of images in the sample is equivalent to
the quality (matching the generated object to the real one) of
the model. Rather, it is about the variety of images and features
reproduced.

The training dataset consisted of 780 images, each of which was
repeated 5 times in the epoch. As well, LoRA can be graded by
the number of new token classes (or work with existing ones).
For most LoRA, for most LoRA, this parameter is 1, which is
the keyword.You can also include the number of tokens describ-
ing the image. However, it should be noted that in practice there
is often no detailed description at all (except for the keyword).
This happens when LoRA is created for a narrow concept (a
single object, action, etc.). It can be noted that the existence of
models is allowed. The training dataset consisted of 38 geospa-
tial data classes.

In part, this approach can be considered simplified, since LoRA
would usually be taught separately for each class, but based
on one of the research objectives – reducing the complexity of
creating a dataset, it was decided to follow this path. When
training LoRA, also used:

Prodigy, an algorithm that provably estimates the distance to
the solution D, which is needed to set the learning rate op-
timally. At its core, Prodigy is a modification of the D-
Adaptation method for learning-ratefree learning. It improves
upon the convergence rate of D-Adaptation by a factor of
O(log(D/d0))

1/2, where d0 is the initial estimate of D (Kon-
stantin Mishchenko et al., 2023).

A sample from an open dataset was used for training - blan-
chon/PatternNet (Hongzhi Li et al., 2017).

3.2 Computer vision model selected for training on mixed
samples

To demonstrate the applicability of the approach, the standard
ViT network was selected. Vision Transformer (ViT) is a trans-
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1 (generated) 2 (photo) 3(generated) 4 (photo)

Figure 1. Comparison of images from two samples, generated data on the first and third columns, photo of a real object on the second
and fourth columns. Classes from top to bottom: first row - shipping yard, swimming pool; second row - chaparral, solar panel; third

row - beach, freeway; fourth row - crosswalk, parking space; sixth row - crosswalk, parking space; seventh row -coastal mansion,
storage tank.

former designed for computer vision. Transformers were intro-
duced in the article ”Attention Is All You Need” and have found
widespread use in natural language processing. ViT decom-
poses the input image into a number of fragments, serializes

each fragment into a vector, and maps it to a smaller dimension
using a single matrix multiplication (Vaswani A. et al., 2017).

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-2/W9-2025 
ISPRS Intl. Workshop “Photogrammetric and computer vision techniques for environmental and infraStructure monitoring, Biometrics and Biomedicine” 

PSBB25 , 9–11 June 2025, Moscow, Russia

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLVIII-2-W9-2025-137-2025 | © Author(s) 2025. CC BY 4.0 License.

 
139



The ratio of generated data to
real data in a mixed sample Real images in the selection Generated images in the selection mse Accuracy

2000 to 8000 8000 2000 2.7246 0.9114
3000 to 7000 7000 3000 2.8428 0.9276
4000 to 6000 6000 4000 2.8235 0.9179
5000 to 5000 5000 5000 2.6226 0.9434
6000 to 4000 4000 6000 2.9041 0.9105
7000 to 3000 3000 7000 2.7063 0.9495
8000 to 2000 2000 8000 2.5422 0.9089

Table 2. Test results, demonstrated by networks of separately trained on seven samples and testing on 2 000 real data.

1 2

Figure 2. 1 - Accuracy and loss indicators by epoch for a sample of 8 000 real 2 000 generated. 2 -Accuracy and loss indicators by
epoch for a sample of 7 000 real 3 000 generated. The main indicator in this test is considered to be interchangeability. Accordingly,

the training model on a sample containing a large proportion of the generated data in terms of accuracy and error should not be
inferior to the model trained on a sample consisting of a large proportion of real data.

1 2

Figure 3. 1 - Accuracy and loss indicators by epoch for a sample of 6 000 real 4 000 generated. 2 -Accuracy and loss indicators by
epoch for a sample of 5 000 real 5 000 generated. Testing results on a validation sample, this model surpasses the accuracy metric of

models trained on samples containing a larger number of images of real objects obtained by sampling.

1 2

Figure 4. 1 - Accuracy and loss indicators by epoch for a sample of 4 000 real 6 000 generated ones. 2 -Accuracy and loss indicators
by epoch for a sample of 2 000 real 8 000 generated. The lowest accuracy index of the models, however, is inferior in accuracy to the

model containing the largest proportion (8 000 to 2 000) of photographs of real objects by only 0.0025

4. RESULT

The images are presented to the model as a sequence of fixed-
size fragments (16x16 resolution) that are linearly embedded.
The CLS token (Classify Token) is also added to the beginning
of the sequence to use it for classification tasks. Absolute pos-
itional embeddings are also added before feeding the sequence
to the Transformer encoder layers (Dosovitskiy Alexey et al.,
2021).

An instance of the ViT model is taken from the transformers -
vit-base-patch16-224-in21k module. And it was finalized into
two separate copies – with mixed and real datasets, respectively.

4.1 Data transmitted to the model for classification and
training parameters

For training on real data, an 8 000 dataset consisting of 38
classes with a resolution of 256x256 was selected. For compar-
ison, an 8 000 dataset consisting of 38 classes with a resolution
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of 256x256 was generated.

The analysis is performed by comparing accuracy indicators ob-
tained by testing models trained on a sample of mixed data.

Testing takes place on real data with a volume of 2 000 and con-
sisting of 38 classes, similar to training samples. Image class
(38): Airplane, baseball field, basketball court, beach, bridge,
cemetery, chaparral, christmas tree farm, closed road, coastal
mansion, crosswalk, dense residential, ferry terminal, football
field, forest, freeway, golf course, harbor, intersection, mobile
home park, nursing home, oil gas field, oil well, overpass, park-
ing lot, parking space, railway, river, runway, runway mark-
ing, shipping yard, solar panel, sparse residential, storage tank,
swimming pool, tennis court, transformer station, wastewater
treatment plant.

The combination of the original model and LoRA designed for
image generation showed a satisfactory result, from the point
of view of the similarity of the images, and the correspondence
of the generated result to the expected one (Figure 7 in the ap-
pendix).

Despite the fact that the original model (FLUX) was primarily
designed to generate 1024x1024 resolution images. And there
is some difference in the approach of creating LoRA from the
standard one (a large number of classes for one LoRA). The
main advantage of this approach should be considered simpli-
city in implementation, as a consequence of the logical continu-
ation of the transfer learnin approach.

Table 2 shows the test results after training on seven samples
made up of mixed data, the size of each sample is 10,000, the
ratio of images generated in the sample is gradually increas-
ing, from 2,000 to 8000 images in the sample in increments
of 1,000, and the content of real data in the sample decreases
accordingly.

It can be noted that the classification accuracy depends on the
amount of generated data in the sample non-linearly. It is also
possible to note a decrease in the correlation of accuracy on
verification data and training data with high accuracy rates, this
is more noticeable with a larger proportion of generated data.
Taken together, this may indicate some discrepancy between
the features of the generated data and the real ones. Based on
this, the hypothesis is put forward that the generated data can
be perceived as previously noisy real data.

5. CONCLUSION

The results of an algorithm trained on mixed data are compar-
able to the results of an algorithm trained solely on photographs
of real objects.

In a situation where the results of models trained on datasets of
the same size are compared, this indicates that the synthesized
data is interchangeable with real data. It follows from this that
for training on highly specialized data, the collection of which
is a significant difficulty associated with both temporary and
economic difficulties.

Additionally, it can be noted that when using the diffusion al-
gorithm in classification tasks, the time for marking up images
is reduced, since they are already marked.
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