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Abstract 

 

Human action recognition can be used in a wide variety of scenarios in many areas of human activity, such as medicine, public 

safety, gaming and entertainment, etc. In this paper, we focus on the problem of human action recognition based on data obtained 

using motion capture systems. To solve this problem, we use an approach based on the transition of original motion capture data to 

sequences of points in a lower-dimensional subspace and subsequent classification of human actions by matching the trajectories of 

points in the specified subspace. In particular, to match the trajectories, we explore the Frechet distance and the Dynamic Time 

Warping distance in both dependent and independent forms. To form a lower-dimensional subspace, we consider two well-proven 

approaches: the Principal Component Analysis technique and supervised feature selection procedure. We compare obtained results 

with alternative techniques using open Berkeley Human Action Database. 

 

 

1. Introduction 

Human action recognition can be used in a wide variety of 

scenarios in many areas of human activity, such as medicine, 

public safety, gaming and entertainment, etc. 

 

There are many approaches to human action analysis described 

in the literature (Kong and Fu, 2022), among which are 

approaches based on silhouette images (Bobick and Davis, 

2001; Ahad, 2012) (both silhouette sequences and integral 

images), approaches based on bag-of-features/words (O’Hara et 

al., 2011; Ofli et al., 2013), approaches based on common 

descriptors such as SIFT, HOG, SURF, etc. (Dhulavvagol and 

Kundur, 2018; Qazi et al., 2017; Noguchi and Yanai, 2012), 

and their generalizations (Scovanner et al., 2007; Kl¨aser et al., 

2008; Willems et al., 2008), approaches based on spatio-

temporal motion trajectories extracted using optical flow 

analysis (Wang et al., 2013; Wang and Schmid, 2013), 

approaches based on syntactic recognition methods, namely, 

finite automata and context-free grammars (Pirsiavash and 

Ramanan, 2014; Ryoo and Aggarwal, 2006), approaches based 

on hidden Markov models and conditional random fields 

(Antonucci et al., 2011; Mavroudi et al., 2018), approaches 

based on human body (skeleton) models, as well as neural 

network approaches. The latter group includes deep 

convolutional (Simonyan and Zisserman, 2014; Khan et al., 

2024), recurrent networks (Du et al., 2015; Srivastava et al., 

2015), etc. 

 

Depending on the type of input data, human action recognition 

can be performed based on video data obtained from one or 

more video cameras; data obtained using stereo cameras; data 

obtained using scene depth sensors; data obtained using 

accelerometers; and data obtained using motion capture systems 

(positional tracking) of one type or another. 

 

In this paper, we focus on solving the problem of action 

recognition based on data obtained using motion capture 

systems. In this case, recognition is performed only based on 

data on the spatial position of sensors attached to the monitored 

areas of the human body. Additional data (context), which can 

be obtained using sensors of a different type, such as video 

cameras, are not used. 

To solve the problem of human action recognition, we use an 

approach based on the transition of original motion capture data 

to a lower-dimensional subspace describing human poses and 

classify actions by matching the trajectories of points 

representing human motion in the specified subspace. In 

particular, to match the trajectories, we explore two known 

distances, namely, the Frechet distance and the Dynamic Time 

Warping (DTW) distance. The latter distance is considered in 

both dependent and independent forms. To form a lower-

dimensional subspace, we consider two well-proven 

approaches: the principal component analysis (PCA) technique 

and a supervised feature selection procedure. We compare 

obtained results with the alternative techniques based on bag-

of-features and subsequences classification using classical 

machine-learning techniques. All numerical experiments were 

performed using the open Berkeley Human Action database. 

 

The paper is structured as follows. The second section is 

devoted to the description of the baseline approach adopted in 

this paper for human action recognition. Section 3 describes the 

data set and numerical experiments that allow us to determine 

the parameters of the baseline method and evaluate its quality. 

Section 4 is devoted to the procedure of searching for a reduced 

space using supervised feature selection procedure, which 

allows improving the quality of action recognition. Section 5 

describes alternative approaches and compares the quality of 

different methods. The paper ends up with the conclusion and 

the list of references. 

 

2. Baseline Approach 

A person can be considered as a system of rigid segments 

(bones) connected to each other by movable hinges (joints). 

Then human motion can be represented as a change in the 

position of segments over time. The motion capture system 

provides a description of human motion that is very close to 

such a model. It shows how the position of sensors attached to 

the human body parts of interest changes over time. 

 

In this paper, we proceed from the fact that the amount of data 

sufficient for motion recognition lies on some manifold in the 

space formed by the original data. Then the motion can be 

described in a space of lower dimensionality without loss of the 

Publisher's note: Copernicus Publications has not received any payments from Russian or Belarusian institutions for this paper.

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-2/W9-2025 
ISPRS Intl. Workshop “Photogrammetric and computer vision techniques for environmental and infraStructure monitoring, Biometrics and Biomedicine” 

PSBB25 , 9–11 June 2025, Moscow, Russia

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLVIII-2-W9-2025-201-2025 | © Author(s) 2025. CC BY 4.0 License.

 
201



 

quality of the solution of applied problems. This assumption is 

supported by the fact that many configurations of the model are 

unlikely, based on the context of the problems being solved, or 

are unattainable due to the physiological characteristics of a 

person. It can be assumed that the dimensionality required to 

solve applied problems can be significantly lower than the 

original dimensionality of the data describing human motion. 

 

In this paper, to construct compact descriptions of human 

motion, we try to describe human poses as points in a parameter 

space of reduced dimensionality. Human motion forms some 

trajectories in the specified parameter space. Thus, the task of 

motion analysis is reduced to the analysis of such trajectories. 

 

The recognition method described below takes into account 

sequences of vector sets describing the position in 3D space of 

sensors attached to the human body. Each such set describes the 

position and pose of a person, and the sequence as a whole 

describes the action (movement) performed by a person. The 

result of the method is a class label denoting a human action. 

 

The method proposed in this paper consists of several steps. 

The first step involves preprocessing, which allows 

transforming a set of 3D coordinates describing the position and 

pose of a person into a feature vector invariant to position and 

size. 

 

In the second step, having a set of vectors describing individual 

poses of different people, we find a subspace of a given 

dimension that best preserves information about human poses. 

For this, we use the most commonly used linear dimensionality 

reduction method - the principal component analysis technique. 

Then, each movement is represented as a trajectory (sequence of 

points) in the found space.  

 

In the third step, we classify the new test trajectory by matching 

it to the known trajectories in the training set. Since a trajectory 

can be viewed as a curve in M-dimensional space, as well as a 

time process, we chose two commonly used distances to 

compare curves: the Frechet distance (Eiter and Mannila, 1994) 

and the Dynamic Time Warping (DTW) distance (Senin, 2008). 

 

The Frechet distance can be defined as the minimum length of a 

segment required to connect corresponding points of two curves 

when moving along these curves in one direction. The discrete 

formulation of the Frechet distance between two polygonal 

curves x1 and x2 is as follows [adapted from (Aronov et al., 

2006)]: 
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Here we consider curves x1 and x2 as time sequences 
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containing the pairs of discrete points of time (t, q), which 

satisfy the following conditions: 

- order preservation: if (t, q)S, then (t-i, q+j)S, (t+i, q-j)S 

for any i, j>0; 

- completeness: for any t{1,…T1} there exists (t, q)S, as well 

as for any q{1,…T2} there exists (t, q)S. 

 

DTW (Senin, 2008) allows two time sequences to be compared 

in such a way that changes in the speed of processes in these 

sequences (acceleration or deceleration) do not affect the final 

distance estimate. In the basic version of DTW, the distance 

(dtw) is calculated using the accumulated cost matrix 

 jiwW , , formed for two sequences x1 and x2 using dynamic 

programming: 
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To calculate DTW distances in multidimensional spaces, both 

the multidimensional (dependent) DTW and the independent 

DTW (dtwi) based on a combination of one-dimensional DTW 

distances are used: 

   
k

kk xxxx ,2,121 ,dtw,dtwi . 

Here 
][

,
]2[

,
]1[

,, ,...., iT
kikikiki xxxx  , k=1..M are partial sequences of k-

th coordinates (features) of the original sequences xi. 

 

To perform the actual classification of actions, a nearest 

neighbor (NN) classifier is used, based on the above distances. 

 

3. Dataset and Experiments  

For the experimental study, we use the open dataset Berkeley 

Multimodal Human Action Database (Ofli et al., 2013). This 

dataset contains video sequences taken from different angles, as 

well as data on human movement of other modalities. In the 

described study, only data from this dataset obtained by the 

Impulse motion capture system manufactured by PhaseSpace 

Inc. were used. 

 

The data represent pre-processed movement trajectories of 43 

sensors attached to the human body and recording their position 

in 3D space at a frequency of 480 Hz. The dataset contains 

trajectories for 12 people performing 11 different actions. Each 

action is performed five times, which gives a total of 660 

sequences. In accordance with (Ofli et al., 2013), the division 

into training and test sets was performed by individuals 

performing the actions. The training set included sequences of 

seven different people, and the test set included sequences of 

other five people. 

 

The overall classification accuracy was used as a quality 

indicator, defined as the proportion of correctly recognized 

actions out of the total number of test actions.  

 

At the preliminary stage of the research, we determined 

suboptimal parameters of the method, such as the time step of 

the movement trajectory and the dimension of the pose 

subspace formed by the principal component analysis 

technique. Some results of the study including the dependence 

of the recognition quality on the time step and on the 

dimensionality of the pose descriptions for low dimensions are 

shown in Figure 1. 

 

As expected for both considered distances, the classification 

quality a gradually decreases with increasing time step s. At the 

same time, the Frechet distance turns out to be less sensitive to 

the time step up to s=60. The dependence of the classification 

quality a on the pose space dimension m for both distances has 

a local maximum in the region of small dimensions m=2...7. 

 

The best achieved value for the Frechet distance with pose 

space dimension m=4 and time step s=2 is a=0.796. The best 

value for the multidimensional (dependent) DTW distance turns 

out to be a=0.916 with the dimension m=5. At the same time, 
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the use of independent DTW distance (dtwi) allows to obtain 

advantages at higher dimensions (see Fig. 2). Thus, at a 

dimension of m=48, the accuracy is a=0.945. 

 

 
(a) 

 
(b) 

Figure 1. Dependence of the classification accuracy a on the 

time step s of movement trajectories (a, in frames); on the pose 

space dimension m for small dimensions (b). 

 

Reducing the time step to s=10 and s=5 allows increasing the 

accuracy to a=0.967 and a=0.971, respectively, for the dtwi 

distance. However, this approach leads to a significant increase 

in processing time due to both an increase in the pose space 

dimension (48 versus 5) and an increase in the sequence length 

due to a decrease in the step. For this reason, the paper proposes 

an alternative approach to the formation of a reduced pose space 

based on supervised feature selection. 

 

 

Figure 2. Dependence of classification accuracy a on the pose 

space dimension m (logarithmic scale) for multidimensional dtw 

and dtwi distances, step s=20. 

 

4. Supervised Feature Selection 

Unlike the PCA technique, supervised feature selection methods 

use information about the distribution of instances by classes. 

Such information can be used to evaluate individual features or 

their combinations. The most obvious strategy is a complete 

enumeration of all possible combinations of features, but it 

requires an enormous amount of time. Therefore, in practice, 

they are satisfied with searching for a suboptimal set of features. 

 

Various approaches can be used to find a suboptimal set of 

features including sequential addition and elimination of 

features (Ferri et al., 1994), recursive methods of feature 

selection, as well as metaheuristic methods of feature selection 

based on genetic algorithms (Siedlecki and Sklansky, 1989), 

particle swarm algorithms (Xue et al., 2014), ant colony (Al-

Ani, 2005), cuckoo search (Pereira et al., 2013), etc. In all 

cases, such methods require significant computational costs due 

to the multiple repetition of training and quality assessment 

stages, but at the same time ensure the finding of a suboptimal 

set of features. 

 

In this paper, we will use the forward feature selection (FFS) 

method based on the sequential addition of features, adapting it 

for use with an independent version of the DTW distance 

(dtwi). This option makes it possible to significantly speed up 

the process of feature selection. Let us consider the FFS method 

in more detail. 

 

Let F be a set of features defined by their integer indices: 

F = {1, 2,… M}, where M is the number of features. Let 

 
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corresponding class labels. The first two of the indicated sets 

contains sequences of poses 
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,...., iT
iiii xxxx  , with  the 

lengths of the sequences Ti being different. As before, we 

denote by
][

,
]2[

,
]1[

,, ,...., iT
kikikiki xxxx  , k=1..M the partial sequences 

of the k-th coordinates (features) of the original sequences. Let 

D = {D1, D2,… DM} be the pre-calculated matrices of partial 

one-dimensional DTW distances between the validation and 

training samples: 
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Let  
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Nj
NijirR

..1
..1,


  be a matrix of current distance 

estimates between the validation and training samples. Initially,  

trainvalji NjNir ..1,..1,0,  . 

 

Then the feature selection algorithm that forms a set Q 

containing m features can be represented as the following 

pseudocode. 
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In the given algorithm, the output feature set Q is formed by 

successively adding features kbest, which provide the greatest 

increase in the classification quality a. As the algorithm is 

executed, the initial feature set F is reduced, and the matrix of 

current distance estimates R is updated by adding to it the pre-

calculated matrix of partial distances Dkbest. 

 

The classification accuracy score is calculated using the matrix 

of current distance estimates in the obvious way: 
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The time-consuming component of the method is the 

calculation of matrices Di, i=1..M, containing DTW distances 

between pairs of validation and training one-dimensional 

sequences. Such a calculation is performed once for each 

matrix. 

 

When using the original test set for validation with the 

described feature selection technique, error-free classification is 

achieved quite easily (see Fig. 3). 

 

 

Figure 3. Dependence of the classification accuracy a on the 

number of selected features m for the feature selection method 

 

For a fairer quality assessment during feature selection, we 

divided the original training set of the dataset into new training 

and validation sets. The original test set was used exclusively to 

assess the quality of the resulting solution. 

 

To divide the original training set, we used the same principles 

as in the original dataset. As the original training set contained 

sequences for 7 individuals, the new training set included all 

possible sequences of P individuals from the original training 

set, and the validation set included sequences of the remaining 

(7-P) individuals. We formed the training and validation sets for 

all possible  

4

1 7P

PC  partitions (here we limited ourselves to 

considering up to 4 people in the set, thus obtaining 98 

partitions) and averaged the accuracy values for these partitions. 

 

The dependence of classification accuracy on the number of 

selected features is shown in Fig. 4. The feature selection 

procedure was stopped at 18 selected features (after which the 

validation accuracy started to decrease), providing an average 

accuracy of 0.981 across all validation sets. The selected set of 

features made it possible to achieve an accuracy of a=0.982 on 

the original test set for the time step s=20. 

 

 

Figure 4. Dependence of the classification accuracy a on the 

number of selected features m for the validation (averaged 

values) and test sets. 

 

5. Comparison to Alternative Techniques 

In addition to the results obtained using the described approach, 

we consider the alternative technique based on the subsequence 

generation approach. We have previously used a similar 

approach when solving the problem of human action 

recognition by silhouettes (Shiripova et al., 2020). Here we 

apply such approach to recognize actions based on motion 

capture data. 

 

In accordance with this technique, preprocessing similar to the 

method described above in this paper is first performed. Then, 

for each sequence of poses describing the motion, a set of 

subsequences of a given length is generated. Subsequences are 

generated with some given step, starting from the beginning of 

the original sequence. Next, for each generated subsequence, a 

feature vector is formed by concatenating the feature vectors 

corresponding to individual human poses into a row.  

 

At the classification stage, each of the feature vectors formed 

for the sequence is assigned a class label indicating the action 

performed by a person in the original sequence. The set of all 

pairs consisting of feature vectors and class labels forms a data 

set for training a given classifier. In this paper, the 1-NN 

classifier and the support vector machine with a radial kernel 

(SVM-RBF) were considered as classification methods. 

 

It should be noted that with a sufficiently long subsequence and 

a large number of sensors, the dimensionality of the generated 

feature vectors may be high. According to (Strukova et al., 

2018), we used the PCA technique to reduce the dimensionality 

of subsequences space. The transformation parameters were 

determined based on the training set and were extended to the 

test set.  

 

When a new test sequence is received, it goes through the 

feature generation with the subsequent dimensionality reduction 

stage, after which the decision is made by voting. Here the set 

of decisions for voting is formed by a previously trained 

classifier by classifying each subsequence generated for an 

input test sequence. 

 

After careful selection of parameters (step, subsequence length, 

subspace dimension, voting scheme), for the 1-NN classifier, 

the accuracy of a=0.902 was achieved, and for the SVM 

classifier, the accuracy was a=0.909. 
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Another considered alternative approach (Ofli et al., 2013), uses 

the bag-of-features approach. The statistical characteristics 

(variances) of 21 joint angles calculated for 60 different time 

windows of original input sequences were used as feature 

information. On the further details of this approach we refer the 

reader to the paper (Ofli et al., 2013). It should be noted that the 

results presented in the paper can be compared, since they were 

obtained for exactly the same train-test split. 

 

The results of the study of the developed method and the 

described alternative techniques are summarized in Table 1. As 

can be seen from the table, the results obtained in the previous 

sections of this paper significantly outperform the considered 

alternative techniques. 

 

Method Аccuracy, % 

Frechet distance + PCA 79.6 

DTW distance + PCA 91.6 

DTWI distance + PCA 94.5 

DTWI + FFS 98.2 

Bag-of-features  

1-NN (Ofli et al., 2013) 74,8 

K-SVM (Ofli et al., 2013) 79.9 

Subsequence-based classification 

1-NN  90.2 

SVM-RBF  90.9 

Table 1. Experimental results. 

 

Conclusion 

In this paper, we proposed the method for recognizing human 

actions based on the transition of original motion capture data 

to sequences of points in a lower-dimensional subspace and 

subsequent classification of human actions by matching the 

trajectories of points in the specified subspace. To match the 

trajectories, we explored the Frechet distance and the Dynamic 

Time Warping distance in both dependent and independent 

forms. To form a lower-dimensional pose subspace, we 

considered known PCA technique and fast supervised feature 

selection procedure. We compared the proposed technique with 

two alternatives using open Berkeley Human Action Database 

and demonstrated its superiority. 
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