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Abstract

Soil loss by water erosion is projected to increase by 13 - 22.5% in the European Union (EU) and United Kingdom (UK) by 2050,
leading to loss of cultivable land and soil structure degradation. Accurate mapping of soil erosion is crucial for identifying vulnerable
areas and implementing sustainable land management practices. In this study, we introduce machine learning (ML) models to map
soil erosion, leveraging their capabilities in categorical mapping. Unlike previous applications that primarily mapped the absence
or presence of a soil erosion class, we propose an ensemble strategy using three ML ensemble models (CatBoost, LightGBM,
XGBoost) with remote sensing data to map four classes of soil erosion (i.e No Gully/badland, Gully, Badland, Land-slides). The
proposed model effectively captures spatiotemporal variations over Europe in the period of 2000 - 2022, with particular precision in
mapping Land-slides. The proposed method advances soil erosion mapping across different spatial and temporal scales particularly
in the EU, contributing to the development of targeted conservation strategies and sustainable land management practices.

1. Introduction

Soil erosion is a general problem that affects all continents, with
some experiencing its negative impacts more severely than oth-
ers (Svoray, 2022), resulting in both on-site and off-site im-
pacts on soil conservation and land management (Segarra et al.,
1991). On-site impacts of soil erosion directly affect the pro-
ductive capacity of the land. This means the soil becomes less
fertile and unable to sustain plant growth. Off-site impacts, on
the other hand, contribute to environmental degradation, par-
ticularly through water pollution. As eroded soil particles are
washed away, they can carry pollutants into waterways, harm-
ing aquatic ecosystems (Issaka and Ashraf, 2017). Understand-
ing the extent and severity of soil erosion is crucial for imple-
menting effective mitigation strategies. Thankfully, much study
has been done in this area, focusing on mapping and monitor-
ing soil erosion across different regions and over time. Sev-
eral mathematical models have been developed and applied to
model soil erosion, categorized as either empirical, conceptual,
or process-based (Bagarello et al., 2018). Among these mod-
els, the RUSLE (Revised Universal Soil Loss Equation) family
is the most extensively used globally for soil erosion predic-
tion (Borrelli et al., 2021). The extensive use of RUSLE mod-
els is because they are empirical models that apply a simple
technique. They utilize measurable meteorological, soil, or
erosion data as factors to model soil erosion losses. Addition-
ally, RUSLE models can be applied to any spatial context once
these factors can be determined (Renard and Freimund, 1994).
However, it’s important to acknowledge that RUSLE, as an
empirical model, has limitations (Smith, 1999). For instance,
they cannot effectively predict complex processes like gully
erosion or mass wasting events such as landslides , as these
models weren’t designed for such intricate phenomena (Alewell
et al., 2019). To account for these limitations, physically based
models, also to be regarded as process based models (Webster,
2005), have been developed to model particularly hydrological
dynamics and soil erosion processes such as sediment transport
and deposition, surface runoff, rill and interrill erosion (?, Web-
ster, 2005, Petkovek, 2002). However, these physically based
models have their limitations as they often underpredict or over-
predict the soil erosion process and as such need to be calib-

rated before use (Webster, 2005). Though many physically-
based models including the Ephemeral Gully Erosion Model
(Gudino-Elizondo et al., 2018, Woodward, 1999), and a spa-
tially distributed adaptation of version 2 of the Revised Uni-
versal Soil Loss Equation combined with an ephemeral gully
erosion estimator (Dabney et al., 2015) have been developed
to model gully erosion. However, these physically-based mod-
els are unable to explain the process of gully erosion formation
(Bennett and Wells, 2019).

The current improvement in computing power, modelling tech-
niques and vast collection of datasets suggest that it is possible
to overcome the limitations of currently used soil erosion mod-
els (Epple et al., 2022). The outcome of this would help in
better understanding the process of formation of soil erosion,
and could further lead to the development of advanced methods
for mapping and monitoring soil erosion on a global scale. The
use of remote sensing data in studying soil erosion has surged in
recent years, with many studies leveraging this technology. Re-
mote sensing satellite data offers new information which might
not be possible through conventional field studies, as it proves
to serve as an efficient source of data particularly when studying
soil erosion on a large scale (Seutloali et al., 2018, Wang et al.,
2023). Given the spatiotemporal nature of these satellite data,
these data are continuously captured, making them valuable for
long-term soil erosion monitoring (Wang et al., 2023, Zhu et
al., 2024). Accessibility has improved over time, with open-
satellite images becoming more accessible (Vrieling, 2007). As
aresult, these open satellite images serve as a valuable resource
for developing cost-effective soil erosion models (Chappell et
al., 2006, Mwaniki et al., 2015, Xu et al., 2019).

In response to the limitations of empirical and physically based
models, there has been a notable trend in recent studies towards
the use of ML to better model soil erosion dynamics (Vu Dinh
et al., 2021), as this technique can better capture the relation-
ship that exists between soil erosion controlling factors and the
erosion process (Sahour et al., 2021). To overcome the limit-
ation of limited number of parameters and lack of evaluation
criteria for empirical soil erosion models, (Avand et al., 2023)
integrated a RUSLE model with four(4) ML models: random
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forest (RF), artificial neural network (ANN), classification tree
analysis (CTA), and generalised linear model (GLM) to map
soil erosion hotspots in a data scarce watershed region. The
RF model displayed the highest prediction performance with
an AUC of 0.97 and succesfully classified the watershed region
into 5 risk levels. Among the thirteen parameters used, slope
angle, land cover, elevation, and rainfall erosivity are the most
influential factors to determine the likelihood of soil erosion
in the watershed. (Arabameri et al., 2020) compared the per-
formance of three decision tree ML models: Alternating De-
cision Tree (ADTree), Naive-Bayes tree (NBTree), and Logistic
Model Tree (LMT) in mapping gully erosion susceptibility. The
LMT outperformed the other two models by giving more real-
istic predictions of potential locations for the formation of gully
erosion. In a study by (Sahour et al., 2021), ML techniques
were applied in mapping annual soil erosion in a water-induced
region. Coefficient of determination (R-squared), normalised
root mean squared error (NRMSE), and Nash-Sutcliffe effi-
ciency (NSE) were used as evaluation criteria. The study ap-
plied Boosted regression trees (BRT), Deep Learning (DL), and
Multiple Linear Regression (MLR) to identify the factors influ-
encing soil erosion. The BRT outperformed the other models,
highlighting that models based on decision trees might outper-
form other ML models.

This study aims to improve upon these limitations by employ-
ing a model ensemble strategy in conjunction with remote sens-
ing data. Ensemble models combine the predictions of multiple
individual models, potentially leading to more robust and accur-
ate predictions than a single model alone. Furthermore, remote
sensing data offers vast spatial and temporal coverage, provid-
ing valuable insights for studying soil erosion across large areas
(Seutloali et al., 2018, Wang et al., 2023). By leveraging the
strengths of both ensemble modeling and remote sensing data,
we aim to develop a model capable of mapping these erosion
classes with improved accuracy across larger spatial and tem-
poral scales.

This paper will address the following research questions:

1. How do the performances of various ML models, as doc-
umented across reviewed research studies, compare in ac-
curately predicting soil erosion classes using remote sens-
ing data ?

2. How much can the performance of the first three best mod-
els be improved ?

3. How can these models be combined to form an ensemble
to further improve the accuracy of mapping each soil
erosion class ?

By addressing these questions, this study seeks to contribute to
the development of more robust and efficient soil erosion mod-
eling techniques.

2. Data and Methods

In this section, we elucidate the naming convention and descrip-
tion of the various thematic groups and columns utilised in our
research. The comprehensive naming convention is essential
for understanding the variables and procedures involved in our
analysis.

2.1 Dataset Description

The dataset used in this study constitutes a subset of an on-
going larger dataset under development (Borrelli et al., 2022).
Each data point in the dataset contains a Universally Unique
Identifier (UUID) which allows for easy identification. The ob-
servation year indicates when the data is collected, coordinates
(longitude and latitude) are also included along with other vari-
ables discussed below. The dataset classifies erosion into four
categories: No Gully/badland (0), Gully (1), Badland (2) Land-
slides (3).

2.2 Thematic Groups

The dataset used in this study can be categorized into the fol-
lowing thematic groups:

e Landsat Band (Dynamic): Includes bands like blue, green,
red, NIR, SWIR1, and SWIR2. Data is derived from Land-
sat ARD with seasonal overlays by year.

e Lithology (Static): Represents different rock and soil types
based on the (Hengl, 2018) dataset.

e Landform and Landscape Parameters (Static): Encom-
passes various landforms and terrain classifications based
on the (Hengl, 2018) dataset.

e BioClim v1.2 (Static): Represents climate variables ag-
gregated over the period 1981-2010, derived from the
CHLSA-climate dataset (Karger et al., 2017).

e Vegetation Index (Dynamic): In-
cludes annual EVI (MODIS) (ht-
tps://modis.gsfc.nasa.gov/data/dataprod/mod13.php)
data with overlays by year.

e Climate Variables (Dynamic): Incorporates dynamic cli-
mate variables with overlays by year, sourced from various
datasets such as (Parente et al., 2023).

e Human Footprint (Dynamic): Represents indicators of hu-
man footprint, such as average night light intensity, de-
rived from datasets like (Hengl et al., 2017), with overlays
by year.

e Land Cover (Dynamic): Encompasses data related to land
cover dynamics, including cropland percentage and forest
cover percentage, with overlays by year.

2.3 Exploratory Data Analysis (EDA)

The initial stage of our analysis involved an Exploratory Data
Analysis (EDA) of the dataset using Python libraries like pan-
das and seaborn. This EDA aimed to achieve three main object-
ives:

2.3.1 Identify Irrelevant Variables: During this process,
it was determined that the UUID and sample id served as
“unique ids” solely for identifying individual data points and
as such contributed no reasonable information to mapping of
soil erosion classes. As a result, these variables were excluded
from further analysis.
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Figure 1. Methodology workflow.

2.3.2 Understand Class Distribution: The distribution of
each soil erosion class (No Gully/badland, Gully, Badland,
Landslide) within the dataset was analyzed. This involved tech-
niques like frequency distribution, which is visually represented
in Figure 2. Understanding the class distribution is crucial for
assessing potential model biases and ensuring the model per-
forms well across all erosion categories.

2.4 [Evaluate Spectral Bands for Erosion Mapping:

In numerous studies, researchers have used a range of data visu-
alisation tools to uncover patterns and relationships between
variables. Perhaps one of the widely used tools for represent-
ing relationships between two variables is the scatterplot. In
this study, we adopt a similar approach using the bands of the
Landsat satellite images. This is somewhat similar to what is
known as a feature space, which is the plotting of the values of
one band against another (Shivakumar and Rajashekararadhya,

2017). Feature space graphs can help find areas that contain
lots of spectral information (Shivakumar and Rajashekararad-
hya, 2017), and this could be used to better understand what
band combinations could be used for better identifying each soil
erosion class. This feature space approach was implemented us-
ing a pairwise plot in the Python seaborn library. However, to
get a better representation of the data, each band was multiplied
by its percentile and then added to other existing similar bands
of the same channel. The resulting band was then divided by 3.
This was then used as a mean band when plotting the pairwise
plot as shown in Figure 3.

The findings from this EDA stage provided valuable insights
into the data structure, class distribution, and potential spec-
tral features that could be informative for building robust soil
erosion classification models.

Frequency Distribution of Column
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g

Landslides No Gully/badland Gully Badland

classes

Figure 2. frequency distribution of soil erosion classes.

Figure 3. Exploratory Data Analysis.

2.5 Feature Engineering

A number of soil erosion studies commonly adopt an approach
in which specific environmental factors perceived as influen-
tial to the soil erosion process are selected for modelling pur-
poses. For instance, research by (Arabameri et al., 2020, Fol-
harini et al., 2023) uses morphometric factors as key elements
in soil erosion mapping, following recommendations from pre-
vious studies. Vegetation indices play a crucial role in mapping
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soil erosion, as demonstrated by (Moraes et al., 2018). The au-
thor used vegetation indices to predict the amount of soil loss
and compared their predictive performance against fraction im-
ages derived from linear spectral mixture analysis. Notably,
the findings revealed that vegetation indices outperform frac-
tion images in accurately predicting soil erosion.

For this study, we adopted an exhaustive approach by deriving
new factors from the existing dataset that are relevant to the soil
erosion process, based on our findings from previous studies.
Three topographic factors were derived: (1) Topographic Wet-
ness Index (Seutloali et al., 2017, Ma et al., 2010); (2) Slope
length and slope steepness factor (Seutloali et al., 2017, Huang
et al., 2022, Panagos et al., 2015); (3) Stream Power Index (?).
We also considered vegetation indices as seen in previous stud-
ies. Nine vegetation indices were derived: (4) Soil Adjusted
Vegetation Index (Almutairi et al., 2013, Xue and Su, 2017);
(5) Weighted Difference Vegetation Index - WDVI (Qi et al.,
1994); (6) Normalised Difference Water Index (Casamitjana et
al., 2020); (7) Normalised Difference Infrared Index (Sriwong-
sitanon et al., 2016); (8) Shortwave Infrared Water Stress Index
(Fensholt and Sandholt, 2003); (9) Tasseled Cap Transform-
ation Brightness (Zhang et al., 2002, Eniolorunda and Jibril-
lah, 2020); (10) Tasseled Cap Greenness (Zhang et al., 2002,
Eniolorunda and Jibrillah, 2020); (11) Tasseled Cap Wetness
(Zhang et al., 2002, Eniolorunda and Jibrillah, 2020). (Meng et
al., 2017) suggests that low temperature coupled with enough
rainfall may result in soil loss. We therefore added (12) Land
Surface Temperature as a factor to model this possibility.

Observing the pairplot in Figure 3, It became evident that the
relationships between certain landsat bands, attributed to their
spectral information, better separate the soil erosion classes.
These band combinations are; (1) near infrared and shortwave
infrared 1; (2) near infrared and shortwave infrared 2; (3) near
infrared and thermal; (4) shortwave infrared 1 and shortwave
infrared 2; (5) shortwave infrared 1 and thermal; (6) shortwave
infrared 2 and thermal. We then made these band combinations
into indices using a formula similar to WDVI. We selected the
WDVI because of its reduced sensitivity to soil background,
which helps reduce the effects of soil noise (Qi et al., 1994).
The WDVI results from the following equation;

WDVI = Pn—YPr 1
where Pn = near infrared band
Pr =red band
Y = slope line

Where Pn is the near infrared band, Pr is the red band and Y is
the slope line. However, during the implementation of the for-
mula, both Pn and Pr were substituted with the respective bands
from the band combinations. Finally, we applied the follow-
ing aggregation functions (mean, maximum, minimum, stand-
ard deviation, count of distinct numbers, skew, and kurtosis) to
factors exhibiting comparable nomenclature.

2.6 Training Models on Dataset

The models (RF, XGBoost, CatBoost, BRT and LightGBM)
were trained using the Python Language within a Google Colab
Notebook using Google’s free T4 GPU resources. The train-
ing of the models took an estimated time of about seven (7)
minutes. Before training, the dataset underwent a stratified split

into five folds. Each iteration involved training each model on
four folds and validating its performance on the fifth fold. This
approach of the stratified kfold cross validation enabled each
soil erosion class to be adequately represented in each fold,
allowing for a robust assessment of the model generalisation
across different subsets of the data.

2.7 Performance Evaluation of Models

The performance of the models were evaluated using precision,
recall and F1 score as suggested by (Vujovic, 2021) for classi-
fication models. The precision is calculated from the from the
following equation:

precision = tp/(tp + fp) ()

where tp = number of true positives

fp =number of false positives

The precision is intuitively the ability of the classifier not to
label as positive a sample that is negative (Afrah Mousa, 1970).
The recall is intuitively the ability of the classifier to find all the
positive samples (Afrah Mousa, 1970). The recall is calculated
from the from the following equation:

recall = tp/(tp + fn) 3

where tp = number of true positives

fn = number of false negatives

The F1 score can be interpreted as a harmonic mean of precision
and recall, where an F1 score reaches its best value at 1 and
worst score at 0 (Afrah Mousa, 1970). F1 score is calculated
from the following equation:

F1 = 2« (precision x recall) / (precision + recall)  (4)

2.8 Training Top Three (3) Models with Feature Selection
and HyperParameter Tuning

Among the five models considered, the top three (3) models
were selected based on their performance across the three eval-
uation metrics (precision, recall and F1 score). Subsequently,
we conducted a feature selection process to select the most ef-
fective factors contributing to the soil erosion process as well
as to remove redundant factors, as highlighted by (Sdnchez-
Marofio et al., 2009). (Ahmadpour et al., 2021) assessed gully
erosion susceptibility in a watershed region and used the Bor-
uta algorithm for feature selection. The Boruta algorithm uses
a Z-score to quantify how the removal of a factor impacts the
accuracy of a model, it then uses the Z-score in eliminating the
lower important factors (Kursa and Rudnicki, 2010). In a study
conducted by (Farhana et al., 2023), the effectiveness of the
Boruta algorithm in identifying important features for ML de-
tection was assessed. The findings of the study revealed that
the Boruta algorithm offered better accuracy by eliminating re-
dundant features. However, the study highlighted a drawback
of the Boruta algorithm, of longer time particularly on larger
dataset.
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Given the large size of our dataset, we choose the Recursive
Feature Elimination (RFE) algorithm. RFE algorithm is a wrap-
per feature selection method that uses a ML algorithm to recurs-
ively select a reduced set of features based on an input para-
meter “number of features to select” defined by the user - after
numerous iterations, we determined this parameter to be 155
for optimal feature selection. We selected the XGBoost model
as the ML algorithm to be used based on its training speed
(Bentéjac et al., 2020). Hyperparameter tuning of the models
was done manually, focusing on key hyperparameters such as
the number of estimators, maximum depth and learning rate.
The top 3 Models were trained using the factors selected by the
RFE algorithm alongside their hypertuned parameters.

2.9 Ensemble Strategy

While many studies have compared the performance of indi-
vidual ML models in mapping soil erosion (Nguyen et al., 2021,
Fernandez et al., 2023, Mohammed et al., 2023), there has
been little exploration of combining models to enhance overall
predictive performance. This approach is known as ensemble
learning. Ensemble learning works by minimising the disparit-
ies made by the predictions from each classifier through mutual
learning. In our study, we implement a unique form of ensemble
learning using a voting classifier. The voting classifier trains
each model on the training set, and afterwards presents the val-
idation set to each model to predict a class label for each data
point. Following this, a voting process is conducted for each
data point. The voting classifier employs two voting methods
- hard voting which uses a majority rule for the predicted class
labels, and soft voting which sums the predicted probabilities of
each model and averages it. We used soft voting as it performed
better.

3. Results and Discussion

The performance of the five models (RF, XGBoost, LightGBM,
BRT and CatBoost) in the validation stage using the evalu-
ation metrics (precision, recall, F1 score) is presented in Fig-
ure 4. The CatBoost model consistently outperformed all other
models across all evaluated metrics. LightGBM demonstrated
the second-best performance, while XGBoost and BRT ranked
third and fourth, respectively. Random Forest presented the
least favourable results among the models assessed.

Model Precision Score Recall Score F1 Score

CatBoost 0.850082 0.852421  0.849968

LightGBM

0.848536 0.848694  0.845827

XGBoost 0.845326 0.847096  0.844247

BRT 0.843993 0.846030 0.843196

Random Forest 0.837447 0.839105  0.833410

Figure 4. Performance evaluation of the Models (RF, XGBoost,
CatBoost, BRT and LightGBM).

The ensemble approach using the top 3 Models namely; Cat-
Boost, LightGBM, and XGBoost trained on the RFE selec-
ted factors by the voting classifier resulted in an approximate
weighted average precision score, recall score and F1 score of
0.86 each, as shown in the classification report in Figure 5.

A confusion matrix plot was used to analyse the error matrix
of the ensemble model across the four classes. The matrix

precision recall fl-score support

Badland .74 0.48 .58 154

Gully .68 0.69 .68 763

Landslides .00 1.00 .00 654
0

.91 .90 2183

No Gully/badland .89

accuracy .86 3754
macro avg .83 .77 .79 3754
weighted avg .86 .86 .86 3754

Figure 5. Classification Report.

provides an analysis of the actual classes to that predicted by
the model. As shown in (Figure 6, it can be observed that the
model could accurately predict landslides with no misclassific-
ations. However, the model exhibited a slightly lower perform-
ance in correctly classifying no gully/badland, and significantly
lower performance in classifying badland and gully.

Confusion Matrix

197 7 0 1750

1500

Gully No Gully/badiand

218 19 0 1250

1000

True

0 0 0

Landslides  Badland

No Gully/badland Gully. Badland Landslides
Predicted

Figure 6. Confusion matrix.

The F1 score achieved by the ensemble model is approximately
0.8591, which can be rounded to 0.86. A comparison with pre-
vious studies (Avand et al., 2023) reveals that while our en-
semble model’s performance does not surpass theirs, it is im-
portant to note that their study focused on mapping a single
soil erosion class. In contrast, our model can classify four dis-
tinct classes: no gully/badland, gully, badland, and landslides.
This versatility demonstrates our model’s ability to adapt well
to different soil erosion scenarios, particularly in accurately
identifying mass wasting events like landslides. Additionally,
our model exhibits high accuracy in mapping regions with no
erosion, achieving an F1 score of 0.90. However, the gully
erosion class posed the greatest challenge for our model, align-
ing with findings from existing research that highlight the diffi-
culty in accurately mapping gully erosion.

4. Conclusion

Mapping soil erosion class is important for any soil conserva-
tion or land management plan. However, the accuracy of map-
ping these soil erosion classes isn’t impressive, particularly for
gully erosion and mass wasting events such as landslides. We
proposed a methodology that maps soil erosion on a larger spa-
tiotemporal scale using remote sensing data and ML algorithms
to map the erosion classes. Factors controlling the soil erosion
process were identified and processed using remotely sensed
data. Five ML algorithms (RF, XGBoost, LightGBM, BRT
and CatBoost) were used to model the soil erosion process,
and the performance of each model was assessed using preci-
sion score, recall score and F1 score. The top 3 models were
selected namely; CatBoost, LightGBM and XGBoost. These
Gradient Boosting Models were used in an ensemble strategy
for the mapping of soil erosion classes. The results showed
that the combination of ML models in an ensemble learning

This contribution has been peer-reviewed.
https://doi.org/10.5194/isprs-archives-XLVIlI-4-W12-2024-135-2024 | © Author(s) 2024. CC BY 4.0 License. 139



The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-4/W12-2024
FOSS4G (Free and Open Source Software for Geospatial) Europe 2024 — Academic Track, 1-7 July 2024, Tartu, Estonia

approach is effective for the spatiotemporal mapping of soil
erosion classes particularly for identifying locations of land-
slides, and the methodology can be implemented elsewhere.
A major hurdle with implementing this methodology for soil
erosion mapping is its reliance on substantial data inputs for
training the models. ML techniques demonstrate improved per-
formance when trained on larger datasets. To mitigate issues as-
sociated with small datasets and to accurately quantify the per-
formance of our trained models, we employed a stratified kfold
cross validation technique, distinct from those used in model
training. Our assessment of the ensemble model across both
training and validation sets reveals the stability of the model
in mapping soil erosion across different spatial and temporal
scales, especially for mass waste events. Hence, we recommend
implementing the same methodology for soil erosion mapping
in comparable situations.
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6. Appendix

Link to code on GitHub:
https://github.com/Oraegbuayomide 10/Mapping-Soil-Erosion-
Classes-using-Remote-Sensing-Data-and-Ensemble-Models

Link to Kaggle Competition:
https://www.kaggle.com/competitions/esa-eo4soilprotection-
2024-predicting-erosion-cat
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