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#### Abstract

:

Public transportation system capacity must be compatible with the frequency of daily trips. Smart mobile phones can collect positioning data at different times, which can detect transportation modes people use for their daily commutes. This information helps the government predict how many vehicles are needed to satisfy public transportation system demands. This article investigates the performance of three different machine learning models, including Gradient Boosting (GB), Logistic Regression (LR), and linear Support Vector Classifier (SVC) in classifying the trip types. Thirty-nine features, including statistical parameters of velocity, acceleration, and jerk, and also parameters representing the time of each trip, are given to the models as input. To increase the performance of the models, with the help of thresholding, points corresponding to noise are detected and removed from the dataset. Moreover, to fill the possible gaps and smooth the trajectories, spline interpolation and Savitzky-Golay filter are also investigated in feature calculation. The results show that the linear models are incapable of distinguishing between different classes well and they are over-fitted to classed with more samples. Hence, the GB by 0.93 recall, precision, and F-score was the best model in determining the vehicle used compared to LR and linear SVC.


## 1. INTRODUCTION

For many years, regional planning organizations have been investigating daily trips with the aim of obtaining and analysing of information facilitating the management of transportation system such as estimating the amount of demand for public vehicles (Mumford et al., 2002). Knowing the transportation mode helps transportation agencies to utilize appropriate strategies, leading to reductions in durations of trips, traffic, and air pollution. For example, by accurately identifying each user's transportation mode, it becomes possible to provide a more realistic understanding of how many vehicles are needed to move people from a specific place to another each day, which is a great help in reduction of traffic over the roads and motivate people to take public transportation more. Also, High-occupancy vehicle (HOV) lanes could also be introduced.(Grennfelt et al., 2020).

Collecting information related to travel mode was traditionally obtained through written surveys or telephone interviews, which were time-consuming and expensive and usually led to low response rates and incomplete information. Due to the popularity of smartphones and other electronic devices which can measure their positions via different sensors such as Global Positioning System (GPS), Galileo, and GLObal NAvigation Satellite System (GLONASS), these tools have become replacements for traditional methods. Collecting data with these devices is more accurate, cost-effective, and demands fewer human resources. Nowadays, several large datasets are provided by smart devices, such as the dataset of GPS 1st2016(Erener \& Sarp, 2018) and the Geolife dataset. These datasets contain different trajectories, each consisting of many points with known latitude, longitude, and measurement time. Although many of these devices could collect appropriate datasets, smartphones are more welcomed in this field because a majority of the population in almost all countries
use and carry their mobile phones everywhere they go(Busch \& McCarthy, 2021).

Although smartphones give no explicit information about the modes of transportation used, by processing their data, some parameters can be extracted to distinguish among the type of vehicles each user takes. For example, the average velocity for a car driver might be much more than the same parameter for a man who walks(Huang et al., 2018).

This paper compares three different machine learning models in terms of classifying vehicles taken by passengers based on navigation data provided by smartphones. The aims of this paper are as follows:

- Developing an integrated method for removing noises from the dataset and extracting features simultaneously,
- Filling the possible gaps in the dataset using spline interpolation,
- Utilizing simple machine learning models which can be processed in normal computers.

The rest of this paper is organized into five sections. While related works are reviewed in the next section, the third one describes the methodology in detail. The fourth section introduces the dataset used, and in the fifth section, the technical details of the implementation scenario and results are expressed. Finally, the last section is dedicated to the conclusion.

## 2. RELATED WORKS

In (Erdelić et al., 2022), a real-time method of segmenting trajectory based on transport mode change was developed. The

[^0]transport mode changing points were automatically detected using Transition State Matrices (TSM).
(Nawaz et al., 2020) fused Microsoft Geolife dataset with weather data to analyze how human mobility is affected by geospatial region. For this purpose, they proposed a deep learning-based convolutional long short-term memory (LSTM) model for transportation mode learning. In that research, LSTM was responsible for learning the sequential patterns in the data, while the convolutional neural network duty was extracting highlevel features. Their model could improve the accuracy by $3 \%$ compared to the benchmark models when it only uses GPS features. Also, the respective improvements of $4 \%$ and $7 \%$ in accuracy were seen if the impacts of geospatial region and weather attributes were considered.
(Erdelić et al., 2019) used static locations of bus stations, rail lanes, and real-time locations of buses, as well as the GPS data to classify motor and non-motor movement.

Recently, researches are using deep learning methods to solve a variety of problems including those related to computer vision, biomedical, and speech recognition. Deep learning methods are also used to deal with transportation issues. However, by now, the applications developed this domain are too limited(Nguyen et al., 2018). Deep learning methods use non-linear functions in order to transform data from a space to another. Sequential arrangement of these space-to-space functions which forms a deep neural network, can learn complex structures and functions (LeCun et al., 2015).

## 3. METHODOLOGY

This paper proposes a two-stepped procedure to determine the type of the vehicle a commuter uses based on smartphones' GNSS data. At first, for any trip in the dataset, 39 features were extracted to analyze and recognize the pattern of the trips. In addition to extracting the features, this step also detects and removes noises from the raw data in an iterative process. In the second step, the remaining features are given to three machine learning models that classify trips into five classes. These two steps are described in detail in sections 3.1 and 3.2.

### 3.1 Step 1: Feature extraction and noise removal

The dataset used has sampled the trajectory at different times. As a result, the data consists of many points represented by coordinates and the measuring time for each point.

Based on these data, 39 features are extracted. These features are mostly statistical parameters about the trajectory's velocity, acceleration, and jerk. Also, as traffic is a function of time as well, weekdays and the average of starting and ending hours are recorded as features. Moreover, the calculated features contain three parameters: bearing angle, Heading Change Rate (HCR), and Stop Rate (SR). These parameters that were used in previous literature and showed their ability to differentiate different travel modes are introduced in the following.

- Bearing Angle: This parameter determines the angle between the heading direction of two consecutive points. People who ride bicycles or walk could change their direction more sharply than those sitting in a motorized vehicle. Eqs. (1-4) show how this parameter can be estimated.(Wang et al., 2020)


Figure 1. Bearing angles

$$
\begin{gather*}
y_{i}=\sin \left(l a t_{i+1}-l a t_{i}\right) \times \cos l a t_{i+1}  \tag{1}\\
x_{i}=\cos l a t_{i} \times \sin l a t_{i+1}- \\
\sin l a t_{i} \times \cos l a t_{i+1} \times \cos \left(l a t_{i+1}-l a t_{i}\right)  \tag{2}\\
B_{i}=\tan ^{-1}\left(y_{i} / x_{i}\right)  \tag{3}\\
B R_{i}=\left|B_{i+1}-B_{i}\right| \tag{4}
\end{gather*}
$$

where $\quad P_{i}, P_{i+1}, P_{i+2}=$ Three consecutive points in trajectory
$\mathrm{X}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}=$ Different in coordinate of $\mathrm{P}_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}+1}$
$\mathrm{B}_{\mathrm{i}}=$ Bearing angle between $\mathrm{P}_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}+1}$ $B R_{i}=$ Difference of $B_{i}$ and $B_{i+1}$

- HCR: This parameter counts how many GPS points the bearing angle changed over a certain threshold. This parameter that is introduced by (Zheng et al., 2008) can mostly distinguish between motorized and non-motorized transportation modes. Eq. (5) Shows how this parameter can be determined.

$$
\begin{equation*}
H C R=P_{H C} / D \tag{5}
\end{equation*}
$$

where $\quad \mathrm{P}_{\mathrm{HC}}=$ Number of GPS points having high change in bearing angle $\mathrm{D}=$ Overall distance of the trajectory

- SR: This parameter shows the number of points in which a user's velocity was less than a certain threshold. This parameter can also be beneficial as buses and taxis have to stop much more than private cars. Eq. (6) represents how this parameter can be calculated.

$$
\begin{equation*}
S R=P_{S R} /{ }_{D} \tag{6}
\end{equation*}
$$

where $\quad P_{S R}=$ Number of GPS points having a low velocity
$\mathrm{D}=$ Overall distance of the trajectory


Figure 2. Flowchart of feature extraction and noise removal
As the dataset contains noises affecting the final results, these noises must be removed. Since the velocity and acceleration for each kind of vehicle cannot be more than certain values, abnormal features can be detected. Therefore, the points corresponding to these features are considered noises and are removed. Then, the features are recalculated using the new set of points. This process would be repeated until no other noises are detected. Afterward, if the temporal distance between a pair of consecutive points of a trip is more than a certain value, the gap would be filled by spline interpolation method. Then, the Savitzky-Golay filter is investigated to smooth the final trajectory and then, the parameters are recalculated again. Finally, since the numbers of points in different trips were not the same, for any specific trip, the average values of features calculated among all points were stored as features of that trip. Figure 2 shows the flowchart of this step.

### 3.2 Step 2: Machine learning classification

In this step, machine learning models are utilized to classify the trips into five classes, namely walk, bicycle, bus, train, and car. Gradient Boosting (GB), Logistic Regression (LR), and linear Support Vector Classifier (SVC) were the classification methods used. Here, each of these methods are introduced briefly.

The first machine learning algorithm used is called Gradient Boosting which is useful for both regression and classification problems. In this method, an ensemble of weak prediction models (base learner) is trained through an iterative process that uses least squares to sequentially fit a base learner to current "pseudo" residuals. These residuals are the gradient of the loss function w.r.t the model values for each training sample during the current step. [friedman2002] This method usually outperforms Random Forest.(Madeh Piryonesi \& El-Diraby, 2021), (Piryonesi \& ElDiraby, 2020),(Hastie et al., 2009)

Figure 3 depicts a simple diagram of using Gradient Boosting for classification problems.


Figure 3. Classification using Gradient Boosting

The second algorithm is Logistic Regression in which a linear function with multiple parameters is usually used. Each input (sample) can have multiple features and each one of these features is multiplied by a corresponding variable (weight) in the linear function. These multiplication terms are then summed together to build the function. These steps are illustrated in Figure 4. In each step, the objective is to fit (train) the weights in a way that a defined cost function becomes minimum. The cost function can usually be the mean square of the distance between the actual predicted outputs for each sample. The predicted part is calculated using the function for each input in the current iteration. (Huang, 2022), (Hosmer Jr et al., 2013), (Sperandei, 2014).


Figure 4. A simple diagram of using Logistic Regression for classifying transportation modes

Looking to the last classifier used, Support Vector Machines (SVM) methods have always been a robust method for regression and classification. When it was used for linear classification with straight lines as kernels, the method is called Linear SVC. In other words, in this method, the hyperplane that is used for classification is a linear condition. Basically, the objective of this
method is to distinguish different classes with the help of a margin whose distance from classes is maximum. So, this margin minimizes the classification error. Figure 5 shows a simple example of classification objectives in Linear SVC. Here, for simplification, we have only drawn two dimensions (instead of 39 features). (Suh et al., 2021), (Ajimakin \& Devi, 2021), (Ma et al., 2020)


Figure 5. Classification Margins and Hyperplanes in Linear SVC

## 4. DATASET

In this research, "Geolife" project data was used to evaluate the proposed method.(Zheng et al., 2011), This dataset reflects a wide range of users' commutes, with different destinations including workplaces, stadiums, shopping and entertainment centers. The dataset was collected in more than 30 cities in different countries such as China, USA, and some European countries. Figure 7 shows the distribution of the dataset in Beijing, the city where most of data are created. Also, table 1 provides more details about the dataset. Also, we have observed that our data is unbalanced. In other words, we have more samples for classes "Walk" and "bus", while there are much fewer samples labeled as "Train", "Car", and "Bicycle". Figure 6 shows the distribution of the number of samples for each class within the dataset.


Figure 6. A pie diagram of class distribution in the Geolife dataset after removing noise and extracting features


Figure 7. Database distribution in Beijing, China

| Number <br> of users | Number of <br> trajectories | Total distance <br> $(\mathrm{km})$ | Total <br> duration (h) |
| :---: | :---: | :---: | :---: |
| 182 | 17621 | 1292951 | 50176 |

Table 1. Specification about "Geolife" dataset

## 5. EXPERIMENTAL RESULTS

As mentioned in section 3, noises in the dataset are detected with the help of velocity and acceleration thresholding. The chosen thresholds are expressed in Table 2. Also, the threshold for HCR and SR parameters are set to be 5 degree and 1 meter/second respectively.

| Parameter | Velocity $(\mathbf{m} / \mathbf{s})$ | Acceleration $\left(\mathbf{m} / \mathbf{s}^{\mathbf{2}}\right)$ |
| :---: | :---: | :---: |
| Walk | 7 | 3 |
| Bicycle | 12 | 3 |
| Bus | 34 | 2 |
| Train | 50 | 10 |
| Car | 75 | 3 |

Table 2. Thresholds controlling the noise removal process

Also, for any trip, if the temporal distance between two consecutive points was more than the median value among all points of the trip, some other points were created and added to the trip to fill the gap. Finally, the coordinates of these points are calculated through spline interpolation.

In this paper, the train-test cross-validation split methodology was used. So, in the train-test split step, the data was separated into two groups of test and train that contain $70 \%$ and $30 \%$ of the data respectively. Then, the train group was used to produce ten different folds of training and validation split in a validation split operation. In each fold, $70 \%$ is considered as the training data and $30 \%$ as the validation data. Figures 8, 9, 10 show the confusion matrices for LR , linear SVC and GB respectively.


Figure 8. Confusion matrix for LR classifier


Figure 9. Confusion matrix for linear SVC classifier
Predicted


Figure 10. Confusion matrix for GB classifier

| Model | Precision | Recall | F1-score |
| :---: | :---: | :---: | :---: |
| LR | 0.60 | 0.67 | 0.62 |
| Linear SVC | 0.54 | 0.46 | 0.34 |
| GB | 0.93 | 0.93 | 0.93 |

Table 3. Results for each machine learning algorithm described by precision, recall and F1-score

As shown in Table 2, for F1-score measurement, the GB algorithm by $93 \%$ achieved the highest score, while the LR and the linear SVC reached $62 \%$ and $34 \%$ respectively. In terms of precision, the sequence of the algorithms performance was also similar and respective values of $93 \%, 60 \%$ and $54 \%$ are recorded for the GB, LR and linear SVC. For recall, the GB algorithm shows its effectiveness with a score of $93 \%$, while the LR reached $67 \%$, and linear SVC achieved $46 \%$. Based on these results, in all calculated performance metrics, the GB algorithm outperforms the other machine learning algorithms.

## 6. CONCLUSION

This paper proposed a method to classify the vehicles used for trips based on the data acquired by smartphones. The core of the classification scheme was three different machine learning models, including GB, LR, and linear SVC. In the feature extraction process, noises in the datasets are removed based on thresholding, and possible gaps are filled using spline interpolation. Also, a filter has been investigated to make the trajectories smoother. The results showed that linear classifiers are inappropriate for the classification of travel types as both linear classifiers could not reach high accuracy. The most probable cause of this underperformance is that these models are over-fitted to the Walk and Car classes. This is, in turn, because of both the fewer samples of the Bicycle and Train classes, and the complexity of the problem in general. On the other hand, the Gradient Boosting algorithm was able to better distinguish between different classes and achieved average accuracy of $93 \%$, which is the highest among the evaluated algorithms.
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