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Abstract 

In the AI4EO educational challenge "Seeing Beyond the Visible", hyperspectral images are used to predict the chemical parameters 

on the soil (K, Mg, P2O5, pH) in anticipation of the correct use of fertilisers. The challenge is set in an agricultural area of Poland 

and the available data are hyperspectral images (150 contiguous hyperspectral bands) and in situ samples for soil parameter 

measurements. The aim of this challenge was to advance the state of art of soil parameter analysis by hyperspectral images. Having a 

good knowledge of the chemical characteristics of the soil is important in order to be able to identify which types of crops are most 

suitable in that area to optimise production and reduce the use of fertilisers. In the face of ongoing climate change and the disastrous 

calamitous events that follow, the idea of a sustainable agriculture becomes a necessity. Artificial intelligence (AI) through Machine 

Learning (ML) and Deep Learning (DL) techniques can be a great support for farmers in optimising the use of natural resources and 

ensuring better land management. In this paper, a group of engineers in the field of data science and geomatics carries out this 

research topic accepting the challenge proposed by AI4EO. A variety of AI techniques were applied by the authors of this paper with 

respect to the other participants in the challenge methods. The proposed approach is based on the novelty of a dataset filtering and on 

the use of a Random Forest Multi-Output Regressor. 

1. Introduction

Due to the ongoing climate emergency, the balance of the 

world's ecosystem is so precarious that it is no longer certain 

guarantee food for the entire world population. For this reason, 

sustainable and precision agriculture (PA) is being promoted, 

which pays more attention to the chemical characteristics of the 

soil and the type of cultivation it is suited to to avoid the use of 

pesticides and fertilizers as much as possible. Climate change 

not only brings about a change in temperatures, it also causes a 

change in the percentage of nutrients in the soil. The 

phenomenon that is worrying is the parallelism that is taking 

place: on the one hand a fast population growth (Ghosh et al., 

2024; Dhiman et al., 2023) and on the other a decrease in 

agricultural production of cereals such as maize (Ocwa et al., 

2023). In September 2015 the Agenda 2030 was signed and it 

consists of 17 Sustainable Development Goals (SDGs) and each 

of them has a related challenge (ASVIS). The Goal 2 takes up 

that cause being involved in shortage and malnutrition. Among 

the targets listed under Goal 2 are the doubling of agricultural 

production, the implementation of sustainable agriculture and 

the use of resilient agricultural practices. The first shrewdness 

to be taken is certainly try to limit the use of pesticides, 

herbicides and insecticides and produce as naturally as possible 

while respecting biodiversity as much as possible (Pandey et al., 

2023). The coupling of technological usages, remote sensing 

and agricultural practices are a possibility to try to mediate 

these issues. An opportunity to be considered is the potential of 

satellite remote sensing or drone imagery. The possibility of 

combining free satellite images to make a prediction of the 

amount and type of nutrients in the soil exists is a trend in the 

literature. 

In this work it is exploited the potential of hyperspectral images 

capable of capturing images with multiple optical bands useful 

to predict soil parameters which is the aim of the challenge 

“'Seeing Beyond the Visible” (The European Space Agency; 

Nalepa et al., 2022; Nalepa et al., 2024). Hyperspectral remote 

sensing is therefore very useful for precision farming and 

planning. The challenge provides a dataset consisting of 

hyperspectral imagery and ground sampling data (Section 2.2). 

The solution proposed in this paper is based on the use of ML 

algorithms and Neural Networks (NN). The best solution is 

achieved by Random Forest Multi-Output Regressor model 

performance. 

The paper is structured as it follows: in the first section, there is 

the introduction and the state of art of that topic. Materials and 

methods compose the second section in which there is a short 

description of the AI4EO challenge and the available dataset, 

followed by the methodology, the model and the innovative 

approach proposed by the authors’ team. The third section is the 

results and discussion, and the last one is the conclusion. 

1.1 State of the art 

The idea of considering non-invasive and inexpensive solutions 

would help broaden the scope of the analysis to be performed 
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given the spatial resolution that a satellite image can offer. The 

importance of being able to estimate the amount of nutrients in 

the soil is also justified by their actual chemical imbalance. The 

current condition is that of extremely fertilized areas, cause of 

environmental pollution, and areas with low production due to 

the poverty of nutrients (Penuelas et al., 2023). It must be taken 

into consideration that soil plays a fundamental function within 

the complex climate system. Due to global warming, increased 

rainfall and catastrophic events, the yield of agricultural fields 

has decreased and so has the productivity of livestock 

(Moersdorf et al., 2024; Santosh et al., 2023; Balasundram et 

al., 2023; Bibi et al., 2023). From the point of view of 

environmental sustainability, it must be noted that almost a 

quarter of greenhouse gas emissions have agriculture as their 

source (Filho et al., 2023). It will ensure a fair balance between 

respecting natural resources such as water, land and biodiversity 

and ensuring the necessary nourishment for living beings. In the 

last 30 years, the idea of digital agriculture (DA) has developed 

with the aim of increasing production efficiency (Balasundram 

et al., 2023). It includes various tools and technologies as IoT 

systems or Apps for continuous monitoring of water or land 

conditions (Sarfraz et al., 2023). As said before it is possible to 

obtain thematic maps useful for identifying critical or stressed 

areas by monitoring thought satellite or drone images 

(Balasundram et al., 2023). An example of how to use aerial 

photos and photos interpretations to analyze the rural 

landscapes is conducted in (Chiappini et al., 2023). A very 

strong contribution, although it can be costly, as said before, is 

made by hyperspectral imagery, whose role is strictly useful in 

achieving PA providing useful information to improve 

cultivation practices. In (Pande et al., 2023) is an example of 

coupling information from hyperspectral data with geospatial 

data on landforms using (slope, soil nutrient, crop quality etc.,) 

in a Geo-graphical Information System (GIS) environment. The 

biggest challenge is to be able to exploit satellite data for the 

estimation of the soil parameters. The difficulty lies in the non-

linearity of the problem; so, to overcome this problem, some 

researchers applied machine learning algorithms to predict the 

component. In (Yu et al., 2023; Mukhamediev et al., 2023; 

Song et al., 2023; Zayani et al., 2023) several machine learning 

(ML) algorithms were used for the prediction of the Soil 

Organic Matter (SOM) and salinity. The quantity of (SOM) 

plays an important role in terms of productivity. To control soil 

properties the main applications involve the collection of the 

sample manually and then its analysis in the laboratory. This 

procedure requires a considerable expense, so remote sensing 

techniques can be a viable alternative in detecting the quantity 

of SOM. The soil has its own spectral profile based on the 

combination of its constituents and their quantity. Since the 

agricultural yield strictly depends on the presence of some 

parameters in the soil such as nitrogen (N), phosphorus (P), 

potassium (K), pH, soil temperature and its humidity, the need 

for continuous monitoring of them is inevitable. As mentioned 

above, one possibility is the use of IoT systems that is based on 

ML techniques. In this way the system will be able to 

recommend the best type of crop to apply in that specific 

agricultural space, reducing the quantity of fertilizers to a 

minimum (Hossain et al., 2023). 

 

2. Materials and Methods 

2.1 AI4EO Challenge "Seeing Beyond the Visible" 

"Seeing Beyond the Visible" is a permanent educational 

challenge and involves hyperspectral data (The European Space 

Agency; Nalepa et al., 2022; Nalepa et al., 2024). The challenge 

is based on the achievement of a score by means of the use of 

models applied by each team in comparison with the reference 

value of baseline Regressor model. The success of the challenge 

depends on the lower values achieved by the choice of team 

model. It is available on ESA’s AI4EO platform, and it was 

launched by KP Labs together with ESA (European Space 

Agency) and partner QZ Solutions (The European Space 

Agency; Nalepa et al., 2022; Nalepa et al., 2024). It is an 

extraordinary challenge that gives the possibility of estimating 

soil parameters from hyperspectral data. It can significantly 

revolutionize the world of agriculture. The support guarantee to 

help farmers in the correct management of the soil, the 

distribution of fertilizers or even lead to the elimination of their 

use. The objective of this challenge is to advance the state of the 

art on this topic on the analysis of hyperspectral images for the 

soil parameters prediction. 

 

2.2 Dataset 

The aim of the challenge is in anticipation of the launch of the 

Intuition-1 mission (The European Space Agency; Nalepa et al., 

2022; Nalepa et al., 2024). The dataset includes data from on-

site samples and data from hyperspectral measurements 

collected in flight. The in-situ measurements of the soil 

parameters refer to a period from August 2020 to November 

2020 and are used as ground-truth. The method used for the 

extraction of these samples is Mehlich 3 and it is presented in 

(The European Space Agency; Nalepa et al., 2022; Nalepa et 

al., 2024). For each sample area, covering from 0.5 to 4 

hectares, 12 samples have been collected. Once the sample has 

been extracted, it has been taken to the laboratory and from 

each one of them the value of the 4 reference parameters (pH, 

K, P2O5 and Mg) has been obtained. The hyperspectral sensor 

has been mounted on the Piper PA-31 Navajo aircraft (with the 

2550–2700 m flying altitude, 61.8 m/s cruising speed, 2 m 

GSD, cloudless and windless weather) (The European Space 

Agency; Nalepa et al., 2022; Nalepa et al., 2024). The 

acquisition campaign was conducted in March 2021 on an 

agricultural area of Poland. To capture the hyperspectral images 

the system used the HySpex VS-725 (Norsk Elektro Optikk AS) 

composed by two SWIR-384 sensors and ones VNIR-1800 

sensor able to work simultaneously (Table 1). 

 

The hyperspectral data contains 150 contiguous bands (462-942 

nm, with a spectral resolution of 3.2 nm), which reflects the 

spectral range of the hyperspectral imaging sensor deployed on-

board Intuition-1. The Intuition-1 satellite mission allows to 

 

 SWIR-384 VNIR-1800 

Spectral range 930-2500 nm 400-1000 nm 

Number of bands 288 186 

Spectral resolution 5.45 nm 3.26 nm 

Table 1. Sensors characteristics  

 

Figure 1. Representation of band 120 (842.47 nm). 
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Figure 2. Representation of band 100 (778.54 nm). 

 

Figure 3. Representation of average reflectance (1090.npz). 

observe the earth through a hyperspectral instrument and 

through an on-board computing system capable of processing 

the data with a neural network directly in orbit (KP LABS). 

Intuition-1 is a demonstrator of how AI positively influences 

the RS process. In addition, the use of a hyperspectral 

instrument allows the detection of phenomena that 

panchromatic, multispectral and RADAR instruments are not 

able to do so far. The dataset available for this challenge is 

composed of a total of 1732 patches used for training and a total 

of 1154 patches for testing. Each patch has a size on average 

around 60 x 60 pixels; it depends on agricultural parcels. An 

example of the data available in the challenge are the Fig. 1 and 

Fig. 2 in which are represented respectively the band 120 and 

band 100 and Fig. 3 that represents the average reflectance of 

the sample 1090. Fig. 2 and Fig. 3 represent both two images: 

the left is the full version of the image, while the right is the 

masked version. The masked array are all the array that may 

have missing or invalid entries. The training dataset, without 

any skimming (Section 2.5) contains 1500 samples, while the 

validation dataset (used to determine the Score) contains 232 

samples. The sample presented in Fig. 3 represents a training 

sample. 

 

2.3 Methodology 

Machine learning algorithms make it possible to identify 

relationships between data without using explicit instructions by 

exploiting a training dataset. In the case of the challenge of that 

paper, it is the condition of supervised machine learning 

technique. Supervised learning algorithms are trained on 

labelled datasets. For each input dataset into the algorithm, the 

corresponding output dataset is provided. This allows to solve 

classification or value estimation (Regression) tasks comparing 

various algorithms, such as Decision Trees (DT), Linear 

Regression (LR), K-nearest neighbors (K-NN), Random Forest 

(RF), XGBoost etc.,) until a sufficiently accurate solution is 

obtained. In Fig. 4 is represented the methodology applied. In 

scheme a) is represented the general approach instead in b) is 

represented the author’s approach. 

 

In this case, having multiple target variables simultaneously, the 

model has to be based on multi-target regressor scheme (Fig. 5). 

Their multi-target functionality is supported by several 

supervised ML algorithms as RF, DT, L R and K-NN. 

 

It is necessary to make a prediction of the values of the four soil 

parameters that are the dependent variables (y1, y2, y3 and y4) 

coming from the analysis of the bands (x1,…, xn). To perform 

this task, has been decided to use different ML models 

implemented in the scikit-learn Python package, using default 

values for different parameters. The algorithms used are: DT, 

LR, K-NN and RF. In addition to these algorithms, some 'fully 

connected' neural networks have been created, with different 

numbers of layers. Neural networks are used in many fields, and 

in recent years it has been seen their power applied to solving 

difficult tasks such as computer vision, speech recognition and 

text generation. In this work, after using various ML algorithms, 

it has been decided to use neural networks to process the input 

data of the challenge. Neural networks are used extensively in 

difficult tasks due to their ability to automatically extract 

complex features from the data, without a manually “feature 

extraction” phase as in ML algorithms. Neural networks can 

therefore achieve greater accuracy than traditional ML models, 

however, the results depend on several factors, such as the 

quality and quantity of the data and the architecture of the 

neural network. In this case, the authors have modified the 

structure of the neural network by varying the number of hidden 

layers, the values of the main hyperparameters (learning rate, 

weight decay, batch size) and using the dropout value. The 

technique of Batch Normalization (Batch Norm) is widely 

adopted in the case of neural networks to make the training 

phase faster and more stable. This is achieved by stabilizing the 

distributions of the input layers and introducing additional 

layers that control mean and variance of these distributions. The 

best-performing values determined experimentally have been 

 

 
 

Figure 4. Methodology scheme a) raw dataset; b) authors’ 

approach based on dataset filtering. 

 

 
Figure 5. Multi-Output Regression model scheme. 
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learning rate=0.00006, weight decay=0.001, activation 

function=Tanh, dropout=0.4. The learning rate value has a 

fundamental role in the model because from it depends on the 

regulations of the parameters. Its value is in the range between 0 

and 1. The choice of the best learning rate value is achieved 

through a trade-off between convergence speed and optimizer 

stability. In the case of the high convergence rate, the risk is to 

have an algorithm that is not stable. In the case of slow 

convergence, on the other hand, the risk is an overlay stable 

situation. The weight decay comes from 0 to 0.1 on a 

logarithmic scale and it is used to improve the model 

performance. Its value depends on various factors such as the 

complexity of the model and the amount of the training data. 

Changing the number of hidden layers leads to considerable 

variations in performance; in some cases, worst results are 

obtained respect to the baseline model. In neural networks, the 

number of hidden layers to be used in each task is not defined a 

priori. 

 

2.4 Model 

Experimentally, the best number of layers of a neural network 

depends on the complexity of the problem, although it does not 

guarantee greater accuracy of the result. A greater number of 

hidden layers, appropriately connected, allows the non-linear 

relationships between the input features (values relative to the 

150 spectral bands) and the output of the problem (4 values of 

the soil parameters) to be learned with greater accuracy. It has 

been proceeded by constructing a network with a small number 

of hidden layers (1 or 2 layers), increased, if necessary, to 

constantly monitor the performance and assess whether 

overfitting or underfitting. In this model, the best performance 

has been obtained with a structure illustrated in Table 2.  

 

In this model, a Batch Norm layer has been used, which greatly 

improved the accuracy of the result (Santurkar et al., 2018). 

 

In relation to the number of neurons (60), in the layers, the best 

performance has been obtained with approximately half the 

number of them in input feature (150). The results obtained 

from the various models analysed are shown in Table 3. The 

scores values achieved by using the Multi-Output Regressor 

model without the selection of the input data are showed in 

Table 3. The last line of the Table 3 shows the values achieved 

by using the neural network considered in this paper. The 

results obtained with this neural network with Batch Norm, 

compared to those achieved with the other algorithms have a 

better score, even reaching a value of 0.99 for P2O5. However, it 

should be considered that these values are the result of a neural 

network that has worked with all input data without previously 

skimming them (Section 2.5). The input data are composed by a 

training dataset (1500 samples) and a testing dataset (232 

samples). The limit is that the performance remained unchanged 

and very high with any input data. The difference in the method 

in this paper respect to the others is in the skimming of the input 

data. The best hypothesis has been to choose to skim the input 

 

Layer type Output shape Param # 

dense_8 (Dense)                      (None, 60) 9060 

batch_normalization_3    

(BatchNormalization)             

(None, 60) 240 

dropout_4 (Dropout) (None, 60) 0 

dense_9 (Dense) (None,4) 244 

Table 2. Neural Network model 

Model 

Class 

P2O5  

score 

Class 

K  

score 

Class 

Mg  

score 

Class 

pH  

score 

Final  

score 

Random 

Forest 

1.4865 1.7038 1.2042 1.0607 1.3638 

K-NN 1.6154 1.6248 1.5925 1.2271 1.5150 

Linear 

Regression 

1.3767 1.6441 1.1802 0.8096 1.2527 

Decision 

Tree 

2.5868 2.7199 2.3170 2.1736 2.4493 

Multi-Output 

Regression 

model 

1.4069 1.6025 1.0245 0.9493 1.2458 

Fully 

Connected 

neural 

network 

0.9953 0.4420 0.8115 0.7548 0.7509 

Random 

Forest 

1.4865 1.7038 1.2042 1.0607 1.3638 

Table 3. Different applied AI model score. 

 

dataset according to the low value of standard deviation. The 

baseline MSE reflects the performance of the algorithm that 

returns the average value of each soil parameter obtained for the 

training set. MSEi (Mean Squared Error) it is calculated 

according to the general MSE formula (Eq. 1) in which i refers 

to each soil parameter (i = 4) and it is used to calculate the score 

value (Eq. 2) of the model reported in Table 3 (The European 

Space Agency). The ψ parameter represents the cardinality 
of the test set. 
 

                                                       (1) 

                                                     (2) 

 

2.5 Approach to increase the accuracy of the model based 

on dataset filtering 

Major headings Analysing the dataset, for each hyperspectral 

band, an average sample value recorded over the patch surveyed 

is extracted. The idea of considering a single average value for a 

patch that is not so small, can negatively affect the input dataset 

making noisy. Calculating the standard deviation for the various 

samples in the dataset provided by the authors of challenge, it 

has been seen that these values ranges from 16.8 to 705.6. For 

each sample, an average standard deviation value has been 

associated. Once, all the average values have been ordered in 

ascending order, our approach, based on data filtering, has been 

applied selecting the top 500 values. For this reason, the authors 

tried a new approach to perform the model in a more correct 

way to reduce that gap. The methodology undertaken includes 

to do a test to determine whether it is possible the reduction of 

the noise of the dataset, increasing the accuracy of the model. 

For all the samples, it is calculated the value of the data 

variance of each array representing each band. The samples in 

the dataset are then sorted in ascending order according to the 

average variances of the 150 hyperspectral bands, and then the 

500 samples with the lowest average variances. From this subset 

of samples, a new array containing the first 200 samples is 

extracted. The dataset is then divided into two parts: training 

dataset and validation dataset. 

 

The data provided used masked 2D arrays (numpy masked 

array) so the numpy.ma.std and numpy.ma.median from the 
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Numpy library are used to calculate the standard deviation and 

median. The standard deviation is used to select input data for a 

skimming dataset considering only samples with lowest 

dispersion while the median is then used on the skimmed 

samples in place of the average on each patch. Neural network 

models and other ML algorithms are then run on the new 

dataset consisting of extracted samples. The aim of approach is 

to show that the new dataset (skimmed dataset), which has less 

variance value, yields better results. So, the neural network used 

for the regression-based model result in an overfitting situation 

because the number of rows (samples) is too small compared to 

the features number (hyperspectral bands). It is therefore 

decided to use some ML models such as K-NN, DT and RF. A 

polynomial kernel PCA process is applied to the input dataset. 

The best performance is obtained by using the RF algorithm 

(parameter: n_estimators=100, oob_score=True, 

random_state=0), with Kernel PCA (polynomial kernel) after 

choosing the first 70 samples in order of increasing standard 

deviation for the training dataset. 

 

3. Results and discussion 

The approach proposed in this paper is based on the skimming 

of the input dataset considering only the values of the data with 

the smallest standard deviation. Also, in (KP LABS; Kuzu et 

al., 2022; Zelenka et al., 2022) the authors accepted the 

challenge and proposed their methodology. In regression 

problems, the presence of good MSE values and very low R2 

values is not an error but an indicator of a particular situation 

that requires further investigation, as has been done by the 

authors of this paper. MSE indicates how far away the model's 

predictions are from the actual values, but penalizes the largest 

deviations being MSE a quadratic error. A lower MSE value 

means that, on average, the model predictions are closer to the 

actual values. If the data have a particular distribution or wide 

variability, or if the model is excessively simple compared to 

the data, it is possible that the model makes more accurate 

predictions for some points causing a low MSE values. The 

authors’ analysis used ML models and NNs with different 

configurations, first on the original dataset and then on the 

variance-skimmed dataset, highlighted this data issue, which is 

therefore caused by the large variability of the original dataset. 

In Table 4 there are the results obtained using 70 samples with 

minor standard deviation. The average of the Score for each soil 

parameter is 0.96. Using a training dataset containing only 120 

samples of the selected dataset in order of increasing standard 

deviation, the performance obtained is the worse (Table 5). 

 

 P2O5 K Mg pH 

MSE 563.711 3278.186 1267.657 645.429 e-02 

MSE 

baseline 

534.818 3164.276 1687.958 642.857 e-02 

Score 1.054 1.036 0.751 1.004 

Table 4. Results of 70 samples with the lower standard 

deviation 

 

 P2O5 K Mg pH 

MSE 875.108 2498.483 687.929 358.177e-02 

MSE 

baseline 

895.709 2581.077 760.142 399.826e-02 

Score 0.9778 0.968 0.905 1.054 

Table 5. Results of 120 samples with the lower standard 

deviation 

To verify that the metrics are indeed influenced by the input 

dataset, an experiment has been conducted using 70 random 

samples without taking to account the standard deviation of the 

data. The results achieved are represented in Table 6. The 

algorithm used is a RF type with the same parameters as in the 

previous test and a Kernel PCA (kernel polynomial) is applied 

before of the implementation of the model.  

 

As an alternative to Kernel PCA, PCA was used, but did not 

lead to better results. Kernel PCA increased the number of input 

features to 300. The following values obtained are worse than 

those obtained in the test in which the input samples are 

selected according to standard deviation. The average of the 

Score for each soil parameter is 1.133. 

 

The same test is repeated using 1200 samples for training data, 

from the initial dataset, where values are not selected according 

to standard deviation. Similar values are obtained. All the data 

results are linked in Table 7. The reduction in the number of 

samples prevents DL models from functioning optimally, as 

neural networks usually need thousands of samples to function 

properly. In this case, sample selection based on the standard 

deviation value, reduced the number of samples to less than 

100. Testing with the previously used machine learning 

algorithms yielded the best results with the RF algorithm. 

 

A further test (ablation study) a RF model, using only three of 

the four output parameters (P2O5, K, Mg), with a skimmed 

training dataset containing 60 samples with the lowest standard 

deviation values yields the following values of MSE, with a 

Final Score: 0.905 (Table 8). 

 

The feature graphs in Fig. 6-8 show in green the ground truth, 

in red the baseline, in blue the prediction. 

 

  

 P2O5 K Mg pH 

MSE 564.095 5642.910 766.010 708.752 e-02 

MSE 

baseline 

552.402 3669.063 788.853 705.276 e-02 

Score 1.021 1.537 0.971 1.004 

Table 6. Results of 70 samples without taking to account the 

standard deviation 

 

 P2O5 K Mg pH 

MSE 859.110 3645.352 1353.572 1.11391e-01 

MSE 

baseline 

781,619 3391,023 1278.887 1.11725e-01 

Score 1.099 1.075 1.051 0.997 

Table 7. Results of 1200 samples without taking to account the 

standard deviation 

 

 P2O5 K Mg 

MSE 426.937 2490.950 1147.269 

MSE 

baseline 

452.515 2647.150 1377.112 

Score 0.943 0.940 0.833 

Table 8. Random Forest model score 
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Figure 6.  The values predicted by Authors’ approach for the output parameters P2O5. 

 

Figure 7.  The values predicted by Authors’ approach for the output parameters K. 

 

Figure 8.  The values predicted Authors’ approach for the output parameters Mg. 
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4. Conclusions 

4.1.1 To cope with the huge problems of climate change and 

insufficient production compared to the exponential urban 

growth we are witnessing, the possibility of coupling agriculture 

with technology becomes necessary. It is therefore a primary 

need to have continuous knowledge of the concentration of 

nutrients in the soil. It passes from areas where there is no 

production due to the absence of these nutrients, to areas where 

there is excessive crop production depending on an increase in 

soil pollution due to fertilizers. A solution should therefore be 

found to help agriculture in better crop management and 

constant soil monitoring. The best solution from an economic 

and logistical point of view is offered using remote sensing and 

machine learning techniques. This is important also because 

using the traditional monitoring of the soil by the extraction of 

samples in the crop means that, then, in the laboratory it is 

necessary to use other chemicals to exploit the presence of the 

parameter to be detected. It is nowadays important to advance a 

sustainable monitoring idea by reducing the on-site inspections 

and guarantee a sustainable management of natural resources 

(Michałowska et al., 2022). In accordance with the reasons 

expressed above, a hyperspectral sensor would be able to 

estimate the presence of parameters in the soil by avoiding on-

site inspections. Acquisition made by a hyperspectral sensor 

applied on a UAV device requires less time and covers a larger 

survey area. The estimation of soil parameters by hyperspectral 

images is a big challenge that would bring a breakthrough in 

sustainable agriculture. In that paper the dataset was composed 

by extensive ground samplings collocated with airborne 

hyperspectral measurements from imagers mounted on Piper 

PA-31 Navajo aircraft. The aim of the challenge was to 

automatically estimate the soil parameters (K, P2O5, Mg and 

pH) using artificial intelligence techniques. The difference in 

the method presented here respect to the others lets an 

improvement in metrics in the model performance. The novelty 

of the authors’ is in the approach for this educational challenge 

because it is based on the skimming of the input dataset 

selecting all the data with the lower dispersion. The scores 

achieved with this methodology result to be poorest respect to 

the scores achieved with the other performed models with an 

unskimmed input dataset. Other factors that influenced 

negatively the accuracy of the model have been the size of the 

patch and the number of the bands. According to all that 

troubles, the authors of this paper considered the skimming 

phase as the best hypothesis to improve the model performance. 

Using a larger number of samples characterized by low data 

dispersion, the use of a neural network such as the one 

described in that work, could be regarded as an alternative to 

the classical models used. This requires a dataset containing 

several tens of thousands of carefully selected samples. As 

future approach can be useful having a higher number of 

skimmed samples to test other neural networks.  
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