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Abstract 

 

Lightweight multispectral cameras have been widely used for many applications, mainly agriculture. Suitable results in image analysis 

processes depend on the accurate registration of the image bands, collected by lenses that are mutually displaced. The problem of 

registering image bands of close-range objects collected by multispectral cameras is still lacking in effective solutions. Most of the 

existing approaches are not capable of accurately matching each pixel in the images since depth variations still cause displacements. 

In this paper, we proposed a solution by extracting a digital surface model (DSM) and generating orthoimages of each image band. We 

experimentally showed that image bands of the same frame shot, collected at the same station and time, can be used to generate a DSM 

and orthoimages, which will be mutually registered. To achieve this, a rigorous camera calibration must be previously performed to 

provide the orientation parameters for the DSM extraction and orthorectification. The experimental results showed that the standard 

deviation of the orthorectified pixels is approximately 1.5 pixels. 

 

 

1. Introduction 

The use of terrestrial mobile mapping systems for monitoring 

agricultural crops can generate accurate and detailed results at a 

low cost, helping in the detection of diseases and pests, yield 

prediction, and other applications (ElMasry et al., 2019). 

Lightweight multispectral cameras, such as Micasense 

(Micasense, 2024) and Agrowing (Agrowing, 2024), can collect 

significant data aiming at those tasks, but there are some 

drawbacks to be addressed. 

 

Most of multispectral cameras in the market use multiple lenses 

and sensors to generate several spectral bands (Micasense, 2024; 

Parrot, 2022; DJI, 2022) as can be seen in Figure 1. Thus, the 

lenses’ perspective centres will not coincide in this type of 

camera, requiring more elaborate processes to generate registered 

image stacks. 

 

 
(a)                 (b)                                  (c)  

Figure 1. Multiple lens multispectral cameras; (a) Micasense 

RedEdge-P; (b) Parrot-Sequoia;  (d) DJI-P4. 

 

Detailed and accurate multispectral analysis requires pixel-level 

band co-registration. Registration is straightforward for images 

acquired by aerial platforms since the flight height is much larger 

than the cameras’ offsets. For moderate steep terrain, ordinary 2D 

geometric transformations or even translations can be used with 

good results (Paul and Pati, 2021; Zitová and Flusser, 2003).  

 

Close-range acquisition, however, poses further challenges due 

to the offsets of the cameras’ lenses, which will cause parallaxes 

between pixels in some spectral bands, depending on the object 

to the camera distances and the variations in depth (Jhan et al., 

2017). This problem can happen also with low flight height 

acquisition, as reported by Hassanpour et al. (2019). 

 

Several approaches were proposed to cope with this problem. A 

search in the Scopus database with keywords multispectral AND 

image AND registration returned 1088 documents. This reflects 

the huge amount of work on the general image registration 

problem in several areas. The search was then narrowed using 

keywords multispectral AND image AND registration AND 

close-range returning only 16 documents. However, only a few 

of these journal papers approached the problem of challenging 

scenes with huge depth variation, such as trees’ fields.  

 

Jhan et al. (2017) were concerned with the parallaxes issues and 

proposed the RABBIT (Robust and Adaptive Band-to-Band 

Image Transform) technique which was divided into three steps: 

(1) system and camera calibration; (2) lens distortion correction 

and image transformation and (3) final optimization to improve 

registration accuracy. They focused on detailed and accurate 

system calibration and assessed the effects of parallax for close-

range images, concluding that fine co-registration was achieved 

only for objects at the same distance.  

 

Hassanpour et al. (2019) presented a registration technique that 

divides the image into patches, selecting the appropriate local 

window, aiming at reducing the effect of relief displacement on 

miss-registration error.   

 

Fernández et al. (2021) assessed 2D geometric transformations 

for registration of multispectral images acquired at close range 

(1.5m) over greenhouse cucumber. They achieved an RMSE of 

less than 1 pixel with the similarity and affine transformations 

and of less than 2 pixels with the projective transformation. This 

acceptable result can be explained by the removal of outliers, 

probably caused by points farther or closer than the main group 

of points.  

 

Dandrifosse et al. (2021) assessed eight registration methods for 

multimodal image fusion for wheat canopy. One of the evaluated 

methods was the DDTM (distance-dependent transformation 
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matrix), which considers a homography matrix for each distance 

of the camera to the object. Other techniques were also based on 

2D geometric transformations. Elastix technique, originally 

proposed by Klein et al. (2010) was also assessed. The local 

image deformations were handled by Guo et al. (2022) with a 

piecewise local transformation based on triangular irregular 

networks. 

 

From the literature review, it could be seen that the majority of 

approaches rely on full image geometric transformations or 

patch/local crops in which 2D transformations are applied. 

However, these approaches are not capable of accurately 

matching each pixel in the images since depth variations still 

cause displacements. The accurate registration is achieved only 

by properly correcting these displacements caused by the depth 

and viewpoint changes, as usually done with orthorectification in 

the aerial case.  

 

In this paper, we propose an approach based on the extraction of 

a Digital Surface Model (DSM), followed by orthorectification 

of the spectral bands. The rationale under the proposed approach 

is to use images of the same frame shot, thus collected at the same 

station and time, to generate a DSM, considering the different 

viewpoints for each lens followed by orthorectification. The 

process relies on previous camera calibration to provide inner 

orientation and relative orientation with respect to a reference 

camera, in which reference system the images will be 

orthorectified.  

2. Methodology 

The registration of spectral bands acquired with multi-lenses 

multispectral cameras at close-range requires a strategy to 

compensate for the effect of differential parallax resulting from 

the proximity between the sensor and the depth variations.  

 

This study used a multi-lens multispectral camera (Agrowing, 

2024) and a commercial software for processing, Agisoft 

Metashape (Agisoft, 2023). The procedure encompasses four 

main steps: determining a suitable principal distance, calibrating 

the Interior Orientation Parameters (IOPs) and Exterior 

Orientation Parameters (EOPs), determining the Relative 

Orientation Parameters (ROPs) among the lenses, and correcting 

differential parallaxes based on the orthorectification of each 

image band. 

 

2.1 The multispectral sensor 

The sensor used in this work is an Agrowing Sony Alpha 7R2 

Sextuple Multispectral camera (Figure 2.a) (Agrowing, 2024), 

which is a combination of a commercial digital camera with a 

special optical mounting with six lenses and filters that allow 

information to be collected in 14 spectral bands (Figure 2.b).  

 

Characteristics Specifications 

Field of vision 45,90° 

Lens distortion < 1% 

Effective focal length 21,6 mm 

Diaphragm opening f/5.6 (fixed) 

Sensor weight (with battery) 845 g 

Frane image size 9504x6336 pixels 

Pixel size 0,0037 mm 

Table 1. Camera specifications. 

This camera optics projects six bundles over the sensor, and with 

further processing, 14 spectral image bands can be extracted, 

which are summarized in Figure 2.b. 

 
(a) 

 
(b) 

Figure 2. Multispectral sensor: (a) Front view of the Sony camera 

and attached Agrowing lenses; (b) arrangement of 

spectral bands over the full frame. 

 

2.2 Setting the principal distance 

Because of the manufacturer modifications in the optical set, the 

most suitable focusing distance to the object depth cannot be 

automatically set in this camera, and, thus, the lenses must be 

manually adjusted. For close-range acquisition, visual-based 

focusing, or based on the existing distance scales markings over 

the lenses are not accurate enough to provide focused images. A 

millimetre scale was attached to the lens's focusing ring to serve 

as a more accurate reference (Figure 3.a). A binary bars target 

was placed vertically over a wall (Figure 3.b), and images were 

acquired at different object distances and with several focusing 

settings following the grades in the millimetric scale attached to 

the camera objective. 

 

    (a) 
 

 (b)     (c) 

  (d) 
 

Figure 3. (a) Millimetric scale attached to the lens's focusing ring 

and (b) Binary bar target (d) A Gaussian fitted to the 

edge. 
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All image bands generated from each lens and filter set were 

extracted in order to analyse the focusing blur for each of the 

principal distance settings. Vertical and horizontal binary edges 

from the images of the target were extracted (Figure 3.c), and a 

Gaussian function was adjusted with ImageJ (Figure 3.d). Then, 

the standard deviations of this adjusted Gaussian function for 

each distance and for each image band were extracted and plotted 

(Figure 4). In Figure 4, it can be seen the standard deviation 

reduction when changing the focusing setting. The focus number 

5 was then selected, with 0 corresponding to focusing on the 

infinite. The camera was then mechanically locked and used as 

the most suitable for the selected distance.   

 

2.3  Data acquisition and camera calibration 

The data can be acquired with the camera manually carried by the 

operator (Figure 5.a), or by a moving platform with the focusing 

setting locked to the principal distance selected and suitable to 

the average depth of the object.  

 

  

  

(a) (b) (c) 
 

Figure 5. Data acquisition: (a) details of the tree used in the 

experiments with the calibration targets; (b) an 

example of an original image from the camera;(c) the 

calibration plate.  

 

The first step in the acquisition mission is to collect a set of 

images aiming at the camera calibration. This acquisition can be 

performed in the same environment as the field work to ensure 

consistent parameters or in previous days, provided that the 

stability of the camera is ensured. The camera calibration is done 

with self-calibrating bundle adjustment; a minimum of seven 

constraints are required to provide scale and a reference system, 

which is usually done by providing the coordinates of control 

points. An effective and practical solution is to use a calibration 

plate with coded targets, as presented in Figure 5. This calibration 

plate can be easily carried and inserted in the area to be assessed. 

The calibration panel shown in Figure 5 is composed of 36 

circular coded targets with 10 cm of spacing over a metallic flat 

surface. The panel can be installed near the object and several 

oblique images with different locations and orientations are 

collected. To ensure accurate results the camera must be 

calibrated with the selected focusing distance locked and the 

calibration panel rigorously stable.  

 

2.4  Calibration Processing and Determination of the Relative 

Orientation 

The calibration can be performed with several techniques and 

software. Agisoft Metashape was used to automatically extract 

the targets’ centre image coordinates and further tie points over 

the image field. For the experiments presented in this paper, 24 

targets were used as ground control points (GCP) and 12 targets 

were left as checkpoints (CkP). Additional tie points 

(approximately 30000 for each calibration set) were also 

extracted by Metashape and used in the camera calibration 

process. The interior and exterior orientation parameters for each 

lens were estimated with Metashape. Only one image band for 

each lens was selected for each image station collected, thus 

producing six calibration sets. The interior and exterior 

orientation parameters were estimated in the bundle adjustment 

using the reference system of the calibration plate. The average 

values of RMSEs in the GCPs and in the independent check 

points for the six sets are summarized in Table 2. It can be noted 

that the self-calibrating bundle adjustment produced coordinates 

with sub-millimetre errors. 

 

Average RMSE 

 X error 

(mm) 

Y error 

(mm) 

Z error 

(mm) 

Total 

(mm) 

24 GCP 0.56 0.66 0.80 1.18 

12 CkP 0.70 0.74 0.88 1.35 

 

Table 2. Average values of the RMSEs for each component and 

the total, for the six calibrations sets, for control and 

check points. 

   

   

 

Figure 4. Standard deviations of the Gaussians adjusted over vertical edges for each group of image bands and for five focusing 

sets. 
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After determining the IOPs and the EOPs for the calibration 

setup, using the calibration plate as a reference, it is required to 

estimate the ROPs of each lens with respect to the lens chosen as 

reference (Q6). This lens (Q6) was taken as a reference to 

compute the relative orientation parameters of each lens from the 

estimated exterior orientation parameters, resulting in the values 

shown in Table 3. 

 

 
Bx 

(mm)  

By 

(mm) 

Bz 

(mm) 
ω φ κ 

Q1 00.2 -11.7 0.2 0°0'59.38" 0°0'01.78" 0°0'16.31" 

Q2 11.8 -12.4 7.0 0°5'27.60" 0°0'00.03" 0°0'31.33" 

Q3 24.8 -11.6 5.4 0°6'24.08" 0°0'03.63" 0°0'25.94" 

Q4 24.3 -0.2 -1.6 0°3'46.23" 0°0'04.66" 0°0'31.31" 

Q5 12.7 -0.5 6.1 0°2'09.48" 0°0'13.58" 0°0'54.00" 
 

Table 3. Relative orientation parameters, taking lens 6 as 

reference. 
 

Analysing Table 3 it can be noted that the offsets among the 

lenses are larger in Bx (approximately 25 mm or 12 mm) and are 

compatible with the values directly measured with a calliper, 

which means that the indirect determination of the ROPs were 

successful. Although slight variations in the values of the 

principal distances are expected due to the different focus, 

depending on the wavelengths, mainly for the infrared band, the 

differences in Bz are more difficult to explain as physical values. 

Thus, it is likely that these variations are caused by errors in the 

estimation of the camera perspective centre coordinates in the 

bundle adjustment. As for the alignment of the optical axis, the 

larger values were achieved for X-axis rotation (ω). It is not clear 

whether these values are true misalignments or can be a result of 

the kind of calibration and setup. The discussion and mitigation 

of these remaining problems is left for future work. 

 

The calibration step requires many images collected from 

different stations, to provide suitable geometry. The calibration 

must be performed only at the beginning of the acquisition 

session, or even, a previous calibration can be used, provided that 

the camera is stable. However, for the remaining steps for pixel-

wise registration each frame must be treated independently, but 

using the previously determined IOPs and ROPs. For a typical 

acquisition session, when inspecting agricultural fields, for 

instance, two thousand frames are acquired, and thus, it would be 

unfeasible to generate a full photogrammetric image block and a 

3D point cloud.   

  

2.5 Estimating a Digital Surface Model and correcting 

differential parallaxes 

The proposal of this work is the determination of a digital surface 

model from the image bands of a single frame shot, instead of 

using several frames from different positions and orientations. 

The generation of a 3D model considered the existing base 

distance of approximately 2.5 cm (see Table 3) between some 

lenses. For a distance of 2 m, this will result in a small base-to-

depth ratio (0.0125), but it is still suitable to generate a depth 

model, although with larger errors when compared to those 

generated with a suitable base/depth ratio. For a single stereopair, 

error prediction (Kraus, 2011) indicates an error in the depth of 

13.7 mm, considering only the parallax measurement error of 0.5 

pixels, which can be considered acceptable for the existing 

conditions. 

 

The first step for generating a DSM is to determine the relative 

orientation for each stereopair. This can be performed with many 

algorithms, such as the conventional relative orientation either 

with collinearity or coplanarity equations (Kraus, 2011). 

However, because of the short baseline and points at infinity in 

the object space, these algorithms can diverge in many situations 

or converge to incorrect values. The best alternative is the use of 

the previously calibrated IOPs and ROPs either as absolute 

values or as weighted values. The first option corresponds to the 

forward intersection problem, while the second one corresponds 

to a bundle adjustment with relative constraints. We selected the 

second option by considering a block with 6 images and 

performing a bundle adjustment with the previously determined 

IOPs as fixed parameters and the ROPs as weighted constraints.  

 

The last step in this procedure is the generation of orthoimages 

using the generated digital surface model and the existing ROPs 

and IOPs. 

 

2.6  Data acquisition for experimental assessment 
 

For the validation experiments, we collected images of an 

isolated lima tree (Fig. 5.a), at approximately 2 m from the 

camera to the object, with the calibration plate installed 

horizontally in such a way that it can appear in some images. We 

selected a group of images for calibration and one frame for the 

validation of the pixel-wise DSM generation and registration.  

 

As previously stated, even considering the short base length, we 

hypothesized that acceptable results for differential parallax 

correction could be achieved when using the images of the 6 

lenses simultaneously. 

 

The digital surface model was generated with the Agisoft 

Metashape software (Agisoft, 2023) setting the calibrated interior 

orientation parameters and constraining the exterior orientation 

with the known values of the relative orientation. The 6 image 

bands of a single shot were inserted in the same project, and the 

key points were extracted. Figure 6 shows the images of 6 bands, 

acquired from the same station and from the same frame. It can 

be seen some displacements among the bands due to the lens 

offsets and depth variations. In Figure 9.a, a colour composition 

using bands 550 nm and 560 nm can viewed with anaglyph 

glasses, showing that enough parallax exists to generate a 3D 

model. Then, the images were aligned, generating a sparse depth 

model and updating the relative orientation values within the 

inserted standard deviations. A dense depth model is then 

generated, and the images are orthorectified using this dense 

model.  

 

 
490 nm 

(a) 
525 nm 

(b) 
550 nm 

(c) 

 
560 nm 

(d) 

 
570 nm 

(e) 

 
850 nm 

(f) 

Figure 6. Examples of image bands used for the generation of 

the digital surface model.  

 

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-G-2025 
ISPRS Geospatial Week 2025 “Photogrammetry & Remote Sensing for a Better Tomorrow…”, 6–11 April 2025, Dubai, UAE

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLVIII-G-2025-1441-2025 | © Author(s) 2025. CC BY 4.0 License.

 
1444



 

3. Results and analysis 

The images were imported and aligned in the Metashape 

following the procedures previously presented. A dense surface 

model was generated (Figure 7.a) indicating that the proposed 

process with the images from a single shot from the 6 lenses was 

satisfactory since the objects (leaves and branches) are clearly 

defined, as shown in Figure 7.b, although background object 

points were also modelled.  

 

 
(a) 

 

 
Figure 7. Generated digital surface model: (a) frontal view; (b) 

boundary of the object of interest; (c) colourized depth 

model. 

 

The orthorectified images were then generated (Figure 8), which 

showed many empty areas due to occlusions. Nevertheless, with 

this result, it is possible to assess the result of the differential reg-

istration between the images of the 6 lenses. 

 

The result of the registration between the main pair of bands 

(550 nm - Q4 and 560 nm - Q6) can be analysed by comparing 

the overlap of two original images (Figure 9.a) and after 

orthorectified (Figure 9.c). These images are a colour 

composition of band 550 nm (in red) and band 560 nm (in green). 

Figures 9.b and 9.d show details of both orthorectified images to 

emphasize the differences for a bunch of leaves before and after 

rectification.  

 

In addition to the visual comparison depicted in Figure 9, a 

quantitative analysis was performed by extracting keypoints in 

the five image pairs in relation to band 6, before and after 

orthorectification. The standard deviations of the discrepancies 

for these five image pairs were computed and are presented in 

Table 4.  

 
Lens pairs 

1 - 6 2 - 6 3 - 6 4 - 6 5 -6 

Original 2.0 9.9 7.3 18.9 3.7 

Orthorectified 0.9 0.9 1.6 1.0 1.5 
 

Table 4. Standard deviation (in pixels) of horizontal parallaxes 

between corresponding points, before and after 

orthorectification. 

 

The results presented in Table 4 show that the parallaxes were 

significantly reduced after orthorectification, and thus, the pixels 

can be considered registered. The standard deviations of the 

residual discrepancies are approximately 1 pixel for pairs 1-6, 2-

6 and 4-6 and 1.5 pixels for pairs 3-6 and 5-6. These differences 

can be caused by the previous processes, such as the 

determination of the parameters of Relative Orientation, digital 

surface model generated with weak geometry, keypoints 

determination, and orthoimages generation. 

 

490 nm 

(a) 

525 nm 

(b) 
550 nm 

(c) 

 
560 nm 

(d) 

 
570 nm 

(e) 

 
 850 nm 

(f) 

Figure 8. Example of orthorectified images, by spectral band. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. Registration between quadrants 4 and 6 and details for 

a bunch of leaves: (a) and (b) original; (c) and (d) after 

orthorectification. 
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4. Conclusions 

Lightweight multi lens multispectral cameras have gained im-

portance due to their widespread use with drones and with mobile 

terrestrial platforms for many applications, mainly agriculture. 

Suitable results in image analysis processes depend on the accu-

rate registration of the image bands collected by lenses that are 

displaced from each other. The problem of registering image 

bands of close-range objects collected by multispectral cameras 

is still lacking in effective solutions.  

 

In this paper, we proposed a solution by extracting a digital 

surface model and generating orthoimages. We experimentally 

showed that image bands of the same frame shot, collected at the 

same station and time, can be used to generate a DSM and 

orthoimages, which will be mutually registered. To achieve this, 

a rigorous camera calibration has to be previously performed. 

Having the IOPs and ROPs, the remaining processes (generating 

a DSM and orthoimages) can be run for each frame, with high 

efficiency. This process has to be executed automatically to 

enable the processing of a huge number of images.  

 

This work was a feasibility study performed with commercial 

software and in particular conditions. For future work, it is 

expected to develop fully automatic processing and to test the 

approach for different conditions. Some parts of the process, such 

as the camera calibration, can be further developed to consider 

some constraints coming from direct measurements of the lens 

offsets.  
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