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Abstract

Three-dimensional urban reconstruction of buildings from single-view images has attracted significant attention over the past two
decades. However, recent methods primarily focus on rooftops from aerial images, often overlooking essential geometrical details.
Additionally, there is a notable lack of datasets containing complete 3D point clouds for entire buildings, along with challenges
in obtaining reliable camera pose information for aerial images. This paper addresses these challenges by presenting a novel
methodology, AIM2PC , which utilizes our generated dataset that includes complete 3D point clouds and determined camera poses.
Our approach takes features from a single aerial image as input and concatenates them with essential additional conditions, such as
binary masks and Sobel edge maps, to enable more edge-aware reconstruction. By incorporating a point cloud diffusion model based
on Centered denoising Diffusion Probabilistic Models (CDPM), we project these concatenated features onto the partially denoised
point cloud using our camera poses at each diffusion step. The proposed method is able to reconstruct the complete 3D building
point cloud, including wall information and demonstrates superior performance compared to existing baseline techniques. To allow
further comparisons with our methodology the dataset has been made available at https://github.com/Soulaimene/AIM2PCDataset.

1. Introduction

3D building point clouds are essential for various applications,
including navigation, urban planning, and the development of
3D city maps (Biljecki et al., 2015). To support these uses,
accurate and up-to-date 3D building point clouds are crucial.
Traditionally, techniques like multi-view stereo imagery (Duan
and Lafarge, 2016) and Light Detection and Ranging (LiDAR)
(Nardinocchi et al., 2001) have been employed for their preci-
sion. LiDAR which employs aerial platforms like airplanes or
drones equipped with laser scanners, offers detailed 3D point
coordinates of terrain. However, this technique is not only ex-
pensive but can also yield incomplete 3D point cloud of build-
ings. Typically, a single scan may primarily capture the roof
and some wall structure, leaving other critical elements under-
represented or missing.

Multi-view reconstruction, which captures multiple images
from different angles, also faces challenges. Satellite-based
image capture, commonly used in this approach, suffers from
delays due to fixed satellite orbits. Consequently, obtaining new
images of a location can take days or weeks, during which sig-
nificant changes, such as construction or natural disasters, may
occur, leading to data gaps. Moreover, high-resolution satel-
lites, essential for detailed reconstructions, often have longer
revisit times, further constraining the availability of up-to-date,
high-quality imagery. In response to these limitations, monocu-
lar 3D building reconstruction has emerged as a cost-effective
and scalable alternative. This technique employs deep learn-
ing to create 3D point cloud from single images, offering im-
proved efficiency and accessibility. While generative models
have shown success in producing 3D point clouds from single
images, they often rely on training data from synthetic or sym-
metric objects, which can limit their effectiveness in real-world
applications.

(a) (b) (c)

Figure 1. Example of the new views (1b) and (1c), generated by
AIM2PC using the single-view aerial image (1a).

Methods such as PC² (Melas-Kyriazi et al., 2023) and CCD-
3DR (Di et al., 2023), which serve as our baseline approaches,
have demonstrated promising results in certain 3D reconstruc-
tion tasks; however, they also face significant challenges. These
methods depend heavily on accurate camera poses for recon-
struction, which can be difficult to obtain for aerial images. As
a result, their applicability in remote sensing tasks is limited.
Since these methods are not designed or trained for aerial data,
they often produce incomplete point clouds, missing important
structural details like sharp and accurate edges.

Additionally, current methods for 3D building reconstruction,
such as sat2pc (Rezaei and Lee, 2022), focus solely on generat-
ing point clouds of rooftops from single-view images, leading to
point clouds that lack crucial details and fail to capture the full
complexity of the structures. These methods do not capture the
entire building structure from a single view. To the best of our
knowledge, no existing single-view approaches based on aerial
images are capable of reconstructing an entire building, high-
lighting a critical gap that remains unresolved in the field. This
paper addresses these challenges by investigating the genera-
tion of comprehensive building point clouds from single-view
aerial images, aiming to enhance the detail and accuracy of 3D
point clouds.
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In summary, our contributions are as follows:

1. We achieve complete building point cloud reconstruction
from a single top-view image, encompassing not only the
roof point cloud but also the walls and ground as demon-
strated in Fig. 1.

2. We introduce an edge-enhanced method for generating
point clouds from single-view aerial images, specifically
designed to enhance accuracy and detail in building recon-
structions.

3. We generate a dataset containing a complete normalized
building point cloud along with associated camera poses.

2. Related Work

Single-View 3D Reconstruction. The challenge of recon-
structing 3D shapes from single-view images has been a sig-
nificant area of interest in computer vision research for over
two decades (Fan et al., 2017; Chang et al., 2015). Early ap-
proaches primarily focused on extracting visual cues from im-
ages, including shading (Horn, 1970), texture (Witkin, 1981),
and silhouettes (Cheung et al., 2003), to guide the reconstruc-
tion process.

As research advanced, a new wave of exploration emerged with
the introduction of learning-based methods. Techniques such
as those proposed in (Johnston et al., 2017; Choy et al., 2016)
employed encoders to extract 2D features from images, which
were subsequently decoded into 3D shapes.

Following these developments, generative models brought a
significant transformation in the field. Wu et al. (2016) applied
Variational Autoencoders (VAEs) (Kingma and Welling, 2013)
and Generative Adversarial Networks (GANs) (Goodfellow et
al., 2014) for 3D shape reconstruction from single images, en-
abling the generation of diverse and realistic 3D shapes. On the
other hand, Achlioptas et al. (2018) trained an autoencoder to
reduce the dimensionality of point clouds and then used a GAN
to generate 3D shapes from the compressed embeddings.

Recent developments in 3D single-view reconstruction have led
to the introduction of diffusion models (Ho et al., 2020). For
example, Xu et al. (2023) employs a pre-trained depth estimator
alongside 2D diffusion priors to recreate the coarse geometry
and textures of 3D objects based on a single image. Addition-
ally, PC² (Melas-Kyriazi et al., 2023) and CCD-3DR (Di et al.,
2023) utilize camera pose to project 2D image features into the
point cloud during the reverse diffusion process.

Despite the progress made, most methods tend to focus on spe-
cific 3D benchmarks, such as ShapeNet (Chang et al., 2015),
which predominantly features synthetic objects characterized
by simple and symmetrical shapes.

3D Building Reconstruction. Building reconstruction meth-
ods have historically relied on the identification of low-level
features, such as lines and roof segments, which are sub-
sequently integrated to create the complete roof structure
(Verma et al., 2006; Elberink and Vosselman, 2009). In addi-
tion to these geometric features, using shadow information has
significantly improved the accuracy of building reconstruction.
By analyzing the shadows cast by buildings, researchers can
infer height information and better understand the spatial rela-
tionships between structures (Ok et al., 2013; Lin et al., 1994).

However, these approaches typically rely on simple building
point clouds like squares and rectangles, which reduces their ef-
fectiveness for complex designs. Furthermore, the dependence
on accurate solar positioning can result in errors under different
lighting conditions, limiting their practical use.

Recently, deep learning-based methods have been developed
to estimate building height from single 2D images, integrat-
ing this with building footprint extraction from nadir-view and
near-nadir-view images (Li et al., 2024; Mahmud et al., 2020).
The latest findings have introduced sat2pc (Rezaei and Lee,
2022), which reconstructs building roofs from single-view im-
ages using the GraphX-Conv (Nguyen et al., 2019) architecture
for point cloud deformation, followed by a refinement network.
However, this method is limited to rooftops and fails to cap-
ture finer details. Another recent approach, BuilDiff (Wei et al.,
2023), employs two conditional diffusion models, one for gen-
erating coarse representations and the other for creating finer
representations from general view images. Despite its innova-
tions, this method struggles to produce accurate 3D models of
buildings.

In this paper, we introduce AIM2PC, a novel approach capable
of reconstructing an accurate and detailed 3D Point Cloud of
an entire building from a single Aerial Image.

3. Methodology

In the following sections, we present our methodology, begin-
ning with a brief overview of diffusion models, highlighting the
differences between Denoising Diffusion Probabilistic Models
(DDPM) and Centered denoising Diffusion Probabilistic Mod-
els (CDPM). We then showcase the adopted feature projection
method before providing a comprehensive explanation of our
edge-enhanced pipeline, AIM2PC , for 3D building reconstruc-
tion from single-view aerial images. Additionally, we will de-
tail the process of dataset generation, which is specifically de-
signed to meet our research objectives.

3.1 Diffusion Models

In machine learning, diffusion models represent a novel method
for generative tasks by reversing the noise addition process.
These models are based on the principle of progressively con-
verting a random noise distribution into organized data, like im-
ages or 3D point clouds. This transformation occurs in two
phases: the forward diffusion process and the reverse denoising
process. The forward process involves the gradual addition of
Gaussian noise to clean data x0, transforming it into a noisy
version xt at each time step t, where t ∈ {1, 2, . . . , T}, with T
denoting the total number of diffusion steps. As t progresses,
the data becomes increasingly noisy, ultimately reaching xT , a
fully noisy state resembling a sample from a Gaussian distribu-
tion. This is represented by the following transition:

q(xt|xt−1) = N (xt;
√
αtxt−1, (1− αt)I), (1)

where xt is the noisy data at time t, αt is a parameter controlling
the noise schedule, and I is the identity matrix. The full forward
process can be condensed as:

xt =
√
ᾱtx0 +

√
1− ᾱtϵ, ϵ ∼ N (0, I) (2)

where ᾱt =
∏t

s=1 αs, and ϵ represents the Gaussian noise ad-
ded to the data. This process ultimately transforms the clean
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data x0 into a fully noisy version xT , which resembles a sample
from a Gaussian distribution. The reverse process aims to re-
construct the clean data by removing the noise, step by step,
starting from the noisy data xT . The reverse process is modeled
as:

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(t)) (3)

where

µθ(xt, t) =
1√
αt

(
xt −

βt√
1− ᾱt

ϵθ(xt, t)

)
(4)

is the predicted mean at time step t, with ϵθ(xt, t) representing
the noise predicted by the neural network, and βt = 1 − αt

denoting the noise removal rate.

This iterative process seeks to recover x0 from xT by progress-
ively denoising each step. However, when working with point
clouds, each point is processed independently. This means that
the denoising of one point does not consider the spatial rela-
tionships or geometric configurations of other points within the
cloud. As a result, there is no geometric prior to ensure that
the center of the point cloud remains stable throughout the de-
noising process. This leads to a problem known as center bias
in DDPM (Ho et al., 2020).

In CDPM (Di et al., 2023), the goal is to address the center
bias that occurs during the reverse process in DDPM. In tradi-
tional DDPM, the point cloud’s center may shift as the reverse
process proceeds, affecting the accuracy of 3D reconstructions.
CDPM introduces a novel approach by constraining the de-
noised point cloud to remain zero-mean at every step of the
reverse process, eliminating this center drift.

In practice, CDPM ensures that both the added noise during the
forward process and the predicted noise during the reverse pro-
cess are centered at each step by applying a centralizing oper-
ation that adjusts the noise by subtracting its mean, effectively
centering it around zero, given by ϵ = ϵ − ϵ̄ and ϵ̂ = ϵ̂ − ¯̂ϵ;
similarly, during inference, the point cloud xt−1 is centered as
xt−1 = xt−1 − x̄t−1.

This centering mechanism ensures that the denoised point cloud
remains aligned with its original center throughout the reverse
process, improving reconstruction quality.

3.2 Features Projection in Point Cloud Diffusion Models

In this paper, we consider a point cloud with N points, repres-
ented as a 3N -dimensional object in space. Our objective is
to apply a diffusion model to iteratively denoise this Gaussian
point cloud, often visualized as a spherical Gaussian ball, until
we achieve a recognizable building point cloud.

The model Sθ predicts the offset of each point from its current
noisy position xt. This offset represents how much each point’s
position deviates from its ideal clean version.

We iteratively sample xt−1 from the reverse diffusion process
until we converge to our target distribution q(x0). This process
involves minimizing the L2 loss between the actual noise val-
ues and the predicted noise values. Mathematically, this can be
expressed as:

L2 = Eϵ

[
∥ϵ− Sθ(xt, t)∥22

]
, (5)

where ϵ is the actual noise and Sθ(xt, t) is the model’s predic-
tion of the noise at time step t.

When it comes to conditioning PC² , Melas-Kyriazi et al. (2023)
proposed a method that involves projecting image features onto
the partially denoised 3D points at each step of the diffusion
process. This process is straightforward: starting with the par-
tially denoised 3D points xt, which are then transformed into
2D pixel coordinates using the camera view defined by the ro-
tation matrix R and translation vector T . This transformation
effectively maps the 3D points onto the image plane, ensuring
alignment with the image’s features:

pi = Π(R · xt,i + T ), (6)

where pi represents the 2D pixel coordinates corresponding to
the 3D point xt,i, and Π(·) denotes the rasterization function.

From the rasterized image, the visible points V ⊆ {pi} are
identified. For each visible pixel pi ∈ V , the image feature
F (I, pi), which represents the feature at pixel pi in the image
I , is assigned to the corresponding 3D point xt,i. This process
ensures that the features from the visible pixels are accurately
associated with the 3D points based on their visibility and map-
ping through the rasterization. This assignment is given by:

f(xt,i) = F (I, pi) for pi ∈ V. (7)

In this paper, the same rasterization-based approach will be
adapted to project image features onto partially denoised 3D
points. However, we find that using only image features is in-
adequate for accurate reconstruction. To enhance edge repres-
entation, we incorporate Sobel edge maps to better guide the
model.

3.3 AIM2PC

When analyzing an aerial image of a single building, back-
ground elements such as parked cars or trees can often be ob-
served, contributing depth and additional characteristics to the
image. To ensure the model focuses solely on the building, it
is essential to incorporate a binary building mask (created as
described in Section 3.4) as an additional condition. This is
accomplished by concatenating the building mask values with
the image features extracted using the Vision Transformer (ViT)
(Dosovitskiy et al., 2020), as shown in Fig. 2, before projecting
them onto the point cloud using our generated camera pose.

In addition to the binary building mask, roof edges play a cru-
cial role in reducing ambiguities during the reconstruction pro-
cess. By providing clear structural boundaries, they help define
the building’s silhouette and improve the model’s accuracy.
This is especially important for entire building reconstruction,
as the accurate representation of roof edges directly influences
the overall geometry and completeness of the model. To en-
hance edge clarity, we also concatenate Sobel-filtered images
with the binary mask and the image features, effectively high-
lighting transitions at the roof’s perimeter. The Sobel filter de-
tects sharp intensity changes, capturing critical gradients that
outline the roof. This approach enhances the model’s ability to
accurately capture the building’s geometry while reducing con-
fusion from surrounding elements and making our model more
aware of the building’s structure.

In our diffusion network, we implement the Point-Voxel CNN
(PVCNN) (Liu et al., 2019) architecture and employ L2 loss
for supervision, similar to our reference models. By utiliz-
ing CDPM, we ensure that the model concentrates on accurate
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Figure 2. Architecture of AIM2PC for reconstructing an entire building from a single aerial image using an edge enhancement
approach to effectively capture edges and finer building details. Block (a) illustrates the exact features projected, using the generated
camera pose, onto the partially denoised point cloud. These features are a concatenation of those extracted from the ViT of the input
image, the binary edge mask, and Sobel edge maps derived from the Sobel operator. Block (b) outlines our reverse process, which

begins with Gaussian noise and progressively refines the point cloud to reconstruct the building utilizing a Centered Denoising
Probabilistic Model (CDPM), conditioned on the combined features from Block (a).

reconstruction of the point cloud rather than attempting to loc-
ate the center, enhancing the overall quality of the output.

3.4 Dataset

Ren et al. (2021) built a dataset using their optimization-based
roof reconstruction method, which designs a primal or dual roof
graph as input and optimizes the geometry of the roof structure
to generate a planar 3D polygonal roof. This dataset consists of
complete 3D building meshes paired with aerial images, along
with their corresponding vertex and face files. Using this data-
set, we identified several missing components necessary to fit
the pipeline. Specifically, we lacked the following: building
masks, point cloud ground truth, Sobel edge maps, and camera
parameters, which are essential for the rasterization process. In
this part, we will explain how we generated each of these com-
ponents.

Building Binary Mask. The vertex files contain the image
coordinates of the roof corner points, while the face files define
the sequences of vertex indices that represent the roof segments.
Using these coordinates, we create a binary mask for each roof
instance, marking the building boundaries and differentiating
the structures from the surrounding area. This approach is par-
ticularly effective because state-of-the-art image segmentation
models, can sometimes obscure parts of the building due to oc-
clusions, such as tree leaves on the roof, resulting in incomplete
or inaccurate masks. For our application, which requires precise
camera parameter estimation (since we rely on the binary mask
to extract accurate camera parameters) and complete coverage
of the building, including occluded areas, it is essential to have
accurate masks, as shown in Fig. 3b. Additionally, these mod-
els can occasionally misinterpret shadows as part of the build-
ing, leading to further inaccuracies. Our method ensures that
we achieve accurate and comprehensive masks, effectively ad-
dressing these potential issues.

Point Cloud Generation. To generate the required point
clouds from the 3D meshes, we employed CloudCompare
(Girardeau-Montaut et al., 2016) to automatically sample points
from the triangulated faces of the meshes. This process resulted

(a) Aerial RGB
Image

(b) Binary Mask (c) Sobel Edge
Map

(d) Point Cloud

Figure 3. Sample from our dataset, where (3a) represents the
RGB aerial image from our initial dataset, (3b) is the binary

mask of the building, and (3c) is the Sobel edge map, while (3d)
shows our sampled normalized point cloud.

in a point cloud for each building with a consistent density of
10,000 points, as illustrated in Fig. 3d.

Sobel Edge Map. To focus exclusively on the building’s
edges while ignoring those from the background, we first ap-
plied a binary mask to isolate the building. After removing the
background, the masked image was processed using the Sobel
operator, which detects intensity changes in both horizontal and
vertical directions to compute the edge map. This results in
an image, as shown in Fig. 3c, where the building’s edges are
clearly highlighted, capturing the key contours and boundaries.

Camera Pose. To effectively project 3D point clouds onto 2D
images, it is essential to have accurate camera parameters, par-
ticularly the camera’s position, represented by the translation
vector, and the rotation matrix. Since the initial 3D models are
consistently oriented relative to the input images, there is no
need to optimize the rotation matrix, and we can set it to zero.
In this task, our primary focus is on optimizing the translation
vector to ensure that the rasterized image of the 3D point cloud
aligns with the ground truth mask. When these images align
and overlap correctly, the rasterized image will coincide with
the actual RGB image, allowing us to accurately project the cor-
responding features from the RGB image into the point cloud.
The challenge lies in determining the correct translation vector
that best aligns the rasterized image with the ground truth.

We propose an optimization strategy, detailed in Algorithm 1,
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Algorithm 1 Optimization of Camera Translation Parameters

1: Input: Point Cloud P , Ground Truth Mask Mgt, Initial Camera
Translation Parameters T0 = (tx0, ty0, tz0)

2: Output: Optimized Camera Translation Parameters T∗ =
(t∗x, t

∗
y , t

∗
z)

3: Initialize camera translation parameters T← T0

4: while cost improvement >1e-4 and iteration <1000 do
5: Rasterize point cloud P using current camera translation para-

meters T and fixed rotation parameters R = 0 to generate a raster-
ized imageMr

6: Compute bounding boxes for the ground truth and rasterized im-
ages:

7: bboxgt ← BoundingBox(Mgt)
8: bboxr ← BoundingBox(Mr)
9: Step 1: Optimize tz (depth)

10: Define the cost function for depth optimization:

11: costz ←

√√√√(xgt
min − xr

min)
2 + (xgt

max − xr
max)

2+

(ygtmin − yrmin)
2 + (ygtmax − yrmax)

2

12: Optimize tz using Powell’s method to minimize costz
13: Step 2: Optimize tx (horizontal translation)
14: Define the cost function for horizontal translation optimization:

15: costx ←
√

(xgt
min − xr

min)
2 + (xgt

max − xr
max)

2

16: Fix tz and optimize tx using Powell’s method to minimize costx
17: Step 3: Optimize ty (vertical translation)
18: Define the cost function for vertical translation optimization:

19: costy ←
√

(ygtmin − yrmin)
2 + (ygtmax − yrmax)

2

20: Fix tz and tx, and optimize ty using Powell’s method to minim-
ize costy

21: end while
22: Return optimized camera translation parameters T∗ = (t∗x, t

∗
y , t

∗
z)

that adjusts the camera translation parameters (tx, ty, tz) to
minimize the misalignment between the rasterized image and
the ground truth mask. The cost function is based on the differ-
ence between the bounding box of the building in the rasterized
image and the corresponding bounding box in the binary mask.

In our optimization process, we first center the foreground re-
gion (building) of the binary mask along the x- and y-axes. This
centering is critical for optimizing the z-coordinate (depth), as
the central alignment ensures that any changes in depth cor-
respond to changes in the bounding box size, rather than the
image’s position. Without centering, the translation in x- and
y-axes could falsely appear as depth-related errors. However,
for optimizing x and y, centering is unnecessary since we are
directly modifying the horizontal and vertical translations.

We use Powell’s method (Powell, 1964) for optimization, as it
is well-suited for minimizing non-linear, non-differentiable cost
functions like ours. These cost functions compare the bounding
boxes of the projected point cloud and the ground truth mask
to measure alignment: costz ensures the object’s size matches
by computing the Euclidean distance between all four edges
(horizontal and vertical), costx aligns the object horizontally by
minimizing the distance between the left and right edges, and
costy aligns it vertically by minimizing the distance between the
top and bottom edges. Powell’s method is particularly effective
for this task because it does not require gradient information
and instead relies on a series of line searches, making it ideal for
our discrete, pixel-based optimization problem. The sequential
optimization strategy involves:

1. Optimizing the z-coordinate (depth).

2. Fixing z, then optimizing the x-coordinate (horizontal
translation).

3. Fixing both z and x, then optimizing the y-coordinate (ver-
tical translation).

This step-by-step approach ensures accurate alignment between
the rasterized image of the 3D point cloud and the 2D ground
truth mask.

After obtaining the optimized camera translation parameters,
we check the Intersection over Union (IoU) between the bound-
ing boxes of the rasterized image generated with these paramet-
ers and the ground truth mask. If the IoU exceeds 93%, we
consider it a valid input for further processing. This ensures
that only well-aligned configurations are utilized.

4. Experiments

Implementation Details. We trained the diffusion model us-
ing a batch size of 8 for a total of 100,000 steps, employing
Masked Autoencoders (MAE) for feature extraction. Optimiza-
tion was handled by the AdamW (Loshchilov and Hutter, 2017)
optimizer, which utilized a dynamic learning rate and a warmup
schedule. All experiments were carried out on a single GPU to
ensure optimal performance. For dataset preparation, we ini-
tially optimized camera parameters. The model was trained
on a dataset consisting of 2,544 input images, which were res-
ized to 224 × 224 before applying Algorithm 1. Additionally,
we employed the Sobel operator to generate edge maps, which
provides a simple yet effective method for detecting edges. The
Sobel operator uses two 3 × 3 convolution masks to estimate
gradients in the x- and y-directions, allowing us to highlight
building edges that are crucial for accurate 3D reconstruction.

For point cloud data, we used point clouds containing 10,000
points, as a higher number of points improves the level of detail
in the reconstructed structures. To ensure consistency across all
buildings in our dataset, we normalized the point cloud data to
a unit sphere. This normalization is crucial for applying (Al-
gorithm 1) consistently across all buildings, as it ensures that
all buildings share the same scale. Without this step, the initial
camera translation parameters tx0, ty0, and tz0 would need to
be manually adjusted for each building, leading to an inconsist-
ent and inefficient process. However, while this normalization
simplifies the process, it does result in the loss of actual height
values for the buildings. The optimized camera parameters (t∗x,
t∗y , and t∗z) generally fall within the range of 0 to 1 due to the unit
sphere normalization. For simplicity and broader applicability,
during the inference stage, we set the default camera parameters
tx = 0, ty = 0, and tz = 1, simulating a top-down view along
the Z-axis. This approach allows for generating reconstructions
without needing to specify precise camera parameters for each
individual building.

Quantitative Results. We evaluate point cloud reconstruc-
tions using Chamfer Distance (CD) and F-Score@0.001. CD
quantifies the similarity between two point clouds by measur-
ing the spatial proximity of their points. It identifies the nearest
ground truth point for each point in the predicted cloud and vice
versa, averaging these minimum distances to provide an over-
all measure of alignment. However, CD’s sensitivity to outliers
can skew the average distance, leading to potentially mislead-
ing assessments of reconstruction quality. Therefore, while CD
is a valuable metric for evaluating point cloud accuracy, it is
beneficial to use additional metrics for a more comprehensive
analysis.
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(a) Single Input Image (b) PC² (c) CCD-3DR (d) AIM2PC (ours) (e) Ground Truth

Figure 4. Qualitative comparison from a top view and an alternative viewing angle, showcasing our model alongside the baseline
models. (4a) represents the aerial input single-view image, (4b) shows the reconstruction using PC² , (4c) displays the reconstruction
using CCD-3DR , (4d) illustrates the reconstruction using our method AIM2PC , and (4e) presents the ground truth. The comparison
highlights the superior performance of our method in accurately reconstructing the roof’s shape. This is evident when looking at the
top-view perspective of all models: AIM2PC generates a point cloud with color distribution that closely matches the ground truth. In

contrast, PC² not only underestimates the roof height but also misses certain sections, while CCD-3DR shows incomplete roof
reconstructions with missing key details, as highlighted in red circles. These edge and structural issues become even more apparent

when verified from alternative viewing angles.

In this context, we also utilize the F-Score, which defines a
point as correctly predicted only if it lies within a specified
threshold of its nearest match. For point clouds containing
10,000 normalized points (within the range of 0 to 1), we set
this threshold to 0.001. This small threshold ensures that a point
is considered correctly predicted only if it is within 0.1% of its
nearest reference point, allowing us to detect even minor dis-
crepancies and facilitating a precise assessment of reconstruc-
tion quality.

In Table 1, we compare our method to baseline approaches by
focusing on the best average performance of the metrics. Not-
ably, the baseline models do not utilize Sobel edge maps as
conditions, while AIM2PC integrates Sobel edge maps as an
additional condition, enhancing the overall performance. Spe-
cifically, we observe a 21.87% increase in F-Score compared
to the PC² method, and a 4.83% increase over the CCD-3DR
model. In terms of CD, our approach achieves a 10.44% better
performance compared to PC² and 3.40% better performance
relative to CCD-3DR . These results demonstrate the efficiency
of our method in producing more precise and dependable point
cloud reconstructions.

Qualitative Results. Fig. 5 illustrates the qualitative results
of our proposed approach, highlighting its effectiveness in re-
constructing 3D point clouds that accurately capture structural

Method F-Score @0.001 ↑ CD (×10−3) ↓
PC² 0.535 3.172
CCD-3DR 0.622 2.941
AIM2PC (Ours) 0.652 2.841

Table 1. Quantitative results for different methods are presented
under Chamfer Distance (CD, reported as ×10−3) and

F-Score@0.001, demonstrating that our method outperforms the
others.

details and can generate fully complete buildings from multiple
viewing angles, rather than just a single perspective. In Fig. 4,
we present comparative visualizations of the PC² and CCD-
3DR models alongside AIM2PC . Each model’s point cloud is
displayed from both a top-down perspective and an additional
viewing angle to facilitate a comprehensive analysis. The color
mapping of the point clouds, which represents height variations
along the Z-axis, is critical for visualization. This color rep-
resentation plays a key role in comparing the predicted heights
against ground truth data, allowing for a clear assessment of
the performance of various prediction methods. When visually
comparing our method to others, it becomes evident that our
predictions capture finer details, particularly around roof edges
and their impact on the overall building structure as shown in
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(a) Single Input Image (b) AIM2PC View 1 (c) AIM2PC View 2

Figure 5. Qualitative results of two novel reconstructed views
(5b) and (5c) generated by AIM2PC from single input aerial

images (5a). This demonstrates the capability of our solution to
reconstruct the complete point cloud of the entire building.

red circles in the figure. Additionally, our approach provides
more accurate elevation values, offering a distinct advantage in
representing complex surface features. While the point clouds
have been normalized, visualizing them is crucial for distin-
guishing these differences in elevation representation across the
models.

5. Conclusion

In this paper, we achieved the reconstruction of complete 3D
building point cloud from single-view aerial images, generat-
ing point clouds that encompass not only rooftops but also walls
and ground surfaces. By utilizing edge maps as additional con-
ditions, our approach yields a more detailed and precise recon-
struction. Furthermore, we developed a new dataset contain-
ing fully normalized point clouds along with camera poses that
enable the point clouds to accurately overlap with the single
RGB images during projection. The effectiveness of our ap-
proach is affirmed through both qualitative and quantitative res-
ults, which demonstrate significant improvements in capturing
critical structural details compared to existing methods. This re-
search paves the way for cost-effective and scalable 3D build-
ing reconstruction using single aerial images. In future work,
we will incorporate actual height values to enhance the utility
of our models. Additionally, we will expand our focus to entire
building scene reconstruction, as the success achieved in recon-
structing single buildings lays a promising groundwork for ad-
dressing the complexities involved in modeling complete urban
environments.
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