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Abstract

3D scene flow aims to recover the dense geometry and 3D motion of dynamic scenes. This paper explores the transformation and
adaptation of the 2D-3D feature space in the joint estimation of optical flow and scene flow. Our key insight is to fully leverage
the unique characteristics of each modality and maximize their inter-modality complementarity. To achieve this, we propose a
novel architecture, named PAFlow, which consists of Camera-LiDAR Adaptation and Spatial Characteristics Adaptation. PAFlow
achieves an error of 4.23% on real-world KITTI Scene Flow benchmark, with significantly fewer parameters compared to previous
methods. This study will support dynamic scene understanding for the geospatial community.

1. Introduction

Scene flow describes the 3D motion field of the dynamic scene,
and optical flow is the pixel-level motion across camera frames
(Zhai et al., 2021). Both are critical for high-level scene under-
standing tasks in remote sensing and geospatial computer vision
(Vedula et al., 2005, Menze et al., 2015, Menze et al., 2018), as
they enable a comprehensive understanding of the dynamics of
the scene.

With the advancement of deep learning, earlier approaches
(Behl et al., 2017, Ma et al., 2019, Yang and Ramanan, 2021)
have employed convolutional neural networks for optical and
scene flow estimation. However, these methods typically pro-
cess camera frames and point clouds independently, failing
to exploit the complementary advantages of both modalities.
Moreover, the modular nature of these architectures means that
any limitation in an individual module can negatively impact
overall performance.

Some recent studies (Rishav et al., 2020, Teed and Deng, 2021,
Han et al., 2024a, Chen et al., 2025) adopt a feature-level fusion
strategy that combines camera images with dense depth maps
to predict 3D motion. However, this fusion pipeline struggles
to effectively utilize the full extent of 3D structural informa-
tion. LiDAR (Light Detection and Ranging) is a technique that
acquires data by emitting pulsed laser beams toward a target
and measuring the reflected signals to determine the distance.
Many studies (Luo et al., 2025) have demonstrated that LiDAR
is highly robust against various visual noise and serves as a
valuable complement to monocular camera frames by providing
precise 3D geometric information. Although DeepLiDARFlow
(Rishav et al., 2020) integrates images and LiDAR point clouds
by projecting them onto a 2D plane for multi-source fusion,
this process leads to information loss and accumulates errors
in subsequent stages. Consequently, this approach continues
to face challenges in enabling effective interaction between the
two modalities.

CamLiFlow (Liu et al., 2022) inspired a point-based branch to
process point clouds, enabling the extraction of fine-grained 3D
geometric information without voxelization or projection. Sub-
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Figure 1. Performance vs. Speed. PAFlow achieves the best
performance while maintaining competitive efficiency.

sequent methods (Peng et al., 2023, Liu et al., 2024) have adop-
ted a dual-branch structure to handle both LiDAR point clouds
and camera frames, incorporating a learnable module to con-
nect the two branches. However, due to the sparsity and varying
density of point clouds, there remains a significant discrepancy
between the distribution of points and the corresponding image
pixels. Although some approaches attempt to remove outliers,
they still fail to provide an effective fusion mechanism for in-
tegrating LiDAR point clouds and images.

We provide insights into two key challenges that hinder the
effective integration of LiDAR and visual information. First,
raw LiDAR point clouds and camera frames exist in different
spatial spaces, making it challenging to define a suitable space
for seamless data fusion. Second, integrating features extrac-
ted from LiDAR and visual images is also complex, as they are
represented in fundamentally different forms, which can lead to
inconsistencies in feature alignment and fusion.

Given the synergy between optical flow estimation and scene
flow estimation, we aim to fully integrate and complement the
2D-3D data from camera and LiDAR frames. To this end, we
propose PAFlow, which consists of two components, Camera-
LiDAR Adaptation (CLA) and Spatial Characteristics Ad-
aptation (SCA). These components explore the fusion of the
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Figure 2. The architecture of PAFlow, which takes camera and LiDAR frames as input to jointly estimate optical flow and scene flow.

feature spaces of point clouds and images, as well as the ad-
aptation of spatial properties in the camera frames. The ef-
fectiveness of our design is verified by experiments on widely
used FlyingThings3D and KITTI Scene Flow benchmark. Be-
sides, the individual components of our design are also veri-
fied by extensive experiments. As shown in Fig. 1, experi-
ments demonstrate that our approach achieves better perform-
ance with much fewer parameters on the FlyingThings3D and
KITTI Scene Flow benchmark. The main contributions of this
work are as follows:

• We introduce a novel camera-LiDAR adaptation frame-
work, named PAFlow, designed for progressive optical
flow and scene flow estimation. Our approach is highly
flexible and can be seamlessly integrated into various net-
work architectures.

• We propose Camera-LiDAR Adaptation (CLA) and Spa-
tial Characteristics Adaptation (SCA) to align data and
features between camera frames and LiDAR point clouds,
ensuring better complementarity and mutual enhancement
between the two modalities.

• Extensive experiments on the FlyingThings3D and KITTI
datasets demonstrate that PAFlow achieves strong and ro-
bust performance, outperforming existing methods in both
accuracy and efficiency.

2. Related Work

With the advancement of deep learning in 3D point cloud pro-
cessing (Qi et al., 2017a, Qi et al., 2017b, Han et al., 2024b),
FlowNet3D (Liu et al., 2019) is one of the pioneering ap-
proaches to directly process point clouds for 3D scene flow es-
timation in an end-to-end manner. PointPWC-Net (Wu et al.,
2019) further extends this idea by a patch-to-patch matching
method, which considers multiple points from the first frame
during correlation and incorporates a coarse-to-fine structure in-
spired by optical flow estimation (Sun et al., 2018) into scene
flow estimation. HPLFlowNet (Gu et al., 2019) introduces a
series of operations to restore rich geometric information from
point clouds.

However, interpolation from point clouds to the permutohed-
ral lattice inevitably causes information loss. To better assign

different weights to the correlated points within a patch, HAL-
FLOW (Wang et al., 2021) proposes a hierarchical neural net-
work with a dual-attentive embedding layer. Then, FLOT (Puy
et al., 2020) achieves competitive performance with signific-
antly fewer parameters using optimal transport techniques.

Recently, the rigidity assumption has also been widely adopted
in several works (Ma et al., 2019, Menze et al., 2015). HCRF-
Flow (Li et al., 2021b) formulates the rigidity constraint as a
high-order term to improve scene flow estimation. Inspired by
the architecture of RAFT (Teed and Deng, 2020), RAFT-3D
(Teed and Deng, 2021) uses rigid motion embeddings to cluster
neighboring points into rigid objects and refined the 2D flow
field using a recurrent structure. Instead, we focus on lever-
aging the 3D information from LiDAR point clouds to optimize
optical flow estimation and generate robust 3D scene flow pre-
dictions, while also exploring a more effective fusion strategy
between camera frames and LiDAR data.

3. Method

Given a pair of synchronized camera image frames I ∈
RH×W×3 and corresponding LiDAR point clouds P ∈ RN×3,
our PAFlow jointly estimates dense optical flow and sparse
scene flow through a progressive interactive dual-branch archi-
tecture, as shown in Fig. 2.

3.1 Overview Architecture

Our PAFlow consists of pyramid stages including Feature Ex-
traction, Warping, Cost Volume, Camera-LiDAR Adaptation,
and Flow Estimation. Within each stage, the image frame and
LiDAR features are extracted in separate branches and are fused
in an adaptation module to pass complementary information.
To be specific, the image frames and LiDAR point cloud are
downsampled using ResNet and PointConv, respectively, to ex-
tract visual textural information and spatial geometric inform-
ation. At each stage, those features are warped towards the
reference frames. Next, we employ cost volume to store the
matching costs using 4-neighbor around each pixel and learn-
able layer for image and point cloud, respectively. Then, we
design the Camera-LiDAR Adaptation module to fuse the two
cost volumes. Finally, following CamLiFlow, we build optical
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Method Input 2D Metrics 3D Metrics
EPE2D ↓ ACC1px (%) ↑ EPE3D (102) ↓ ACC.05 (%) ↑ ACC.10 (%) ↑

FlowNet2.0 (Ilg et al., 2017) RGB 5.05 72.8 - - -
PWC-Net (Sun et al., 2018) RGB 6.55 64.3 - - -

RAFT (Teed and Deng, 2020) RGB 3.12 81.1 - - -
FlowNet3D (Liu et al., 2019) LiDAR - - 16.9 25.4 57.9
PointPWC (Wu et al., 2019) LiDAR - - 13.2 44.3 67.4

OGSF-Net (Ouyang and Raviv, 2021) LiDAR - - 16.3 - -
RAFT-3D (Teed and Deng, 2021) RGB + Depth 2.37 87.1 9.4 80.6 -

CamLiFlow (Liu et al., 2022) RGB + LiDAR 2.18 87.3 6.1 85.6 91.9
DELFlow (Peng et al., 2023) RGB + LiDAR 2.02 85.9 5.8 86.7 93.2

PAFlow (Ours) RGB + LiDAR 2.07 86.1 5.6 87.0 93.5

Table 1. Quantitative results compared with recent methods on the FlyingThings3D dataset. The performance are evaluated on all
point. The best results are in bold.

Method Input D1 (%) ↓ D2 (%) ↓ Fl (%) ↓ SF (%) ↓ Param. (M) FPS (pair/s) ↑
PRSM (Vogel et al., 2015) Stereo 4.27 6.79 6.68 8.97 -

SSF (Ren et al., 2017) Stereo 4.42 7.02 7.14 10.07 - -
Sense (Jiang et al., 2019) Stereo 2.22 5.89 7.64 9.55 13.4 16.6
DRISF (Ma et al., 2019) Stereo 2.55 4.04 4.73 6.31 58.9 -
ACOSF (Li et al., 2021a) Stereo 3.58 5.31 5.79 7.90 - -

M-FUSE (Mehl et al., 2023) Stereo 1.65 3.13 3.46 4.83 1.8 6.2
RigidMask (Yang and Ramanan, 2021)) Stereo + LiDAR 1.89 3.23 3.50 4.89 145.3 2.4

Scale-flow (Ling et al., 2022) Mono 1.81 3.51 5.32 6.94 41.4 40
RAFT-3D (Teed and Deng, 2021) Mono + Depth 1.81 3.67 4.29 5.77 51.3 20

OpticalExp (Yang and Ramanan, 2020) Mono + LiDAR 1.81 4.25 6.30 8.12 - -
DELFlow (Peng et al., 2023) Mono + LiDAR 1.65 2.84 3.07 4.34 20.1 3.9
CamLiFlow (Liu et al., 2024) Mono + LiDAR 1.81 2.95 3.10 4.43 19.7 9.5

PAFlow (Ours) Mono + LiDAR 1.81 2.81 2.98 4.23 8.5 15.4

Table 2. Performance comparison in the KITTI Scene Flow benchmark, where the best results are in bold.

flow estimator and scene flow estimator for each modality us-
ing DenseNet and PointConv. We supervise optical flow estim-
ation and scene flow estimation respectively and utilize multi-
task loss for joint optimization.

3.2 Camera-LiDAR Adaptation

Both LiDAR and visual frames exist in different spaces, mak-
ing it extremely challenging to directly and smoothly integrate
visual frames with point clouds. The Camera-LiDAR Adapt-
ation module takes image features F I ∈ Rh×w×CI

and point
cloud features FP ∈ RN×CP

as input, transforming the fea-
ture space to enable better complementarity in a learning-based
manner. Specially, we assume that the linear transformation δ is
able to properly define a feature space adaptation. We construct
the transformation function δ : P → I as δ(FP ) = αF I + β,
where α and β denote the scalar vector and offset vector. To
estimate α and β, we introduce a fully convolutional opera-
tion to learn the weight parameters from the fused features
(F I

⊎
FP ). Similarly, we apply the same approach φ : I → P

to transform the visual feature space into the point cloud feature
space. In this way, the layer-wise visual features and LiDAR
features are adapted to each other.

3.3 Spatial Characteristics Adaptation

To align the relationship between image pixels and the real-
world space, we project the point clouds into altitude differ-
ence A and depth images D using calibration parameters to
generate auxiliary frame. Moreover, we apply surface nor-
mal estimation η : D → Dn to calculate the normal in-
formation of the pixels in the depth images, where η : ni =

[fxgx, fygy,− fx∆Xigx+fy∆Yigy
∆Zi

], fx, fy are from calibration

parameters, [X,Y, Z] represents the 3D point coordinate, and
gx, gy are the horizontal and vertical image gradient. These
auxiliary frame features are then fused with image features to
represent the geometric-based visual frames.

3.4 Warping and Cost Volume

At each pyramid layer, both image features and point clouds are
warped toward the reference frame using the upsampled flow
from the lower layer. Since the warping process does not intro-
duce any learnable parameters, we do not apply feature fusion
immediately after this stage. The cost volume stores the match-
ing costs between the reference frame and the warped target
frame. For the image branch, we construct a partial cost volume
by restricting the search range to four pixels around each pixel.
In contrast, for the point branch, we design a learnable cost
volume layer. While the pixel-based 2D cost volume main-
tains a fixed neighborhood search range, the point-based 3D
cost volume adapts dynamically to varying point distributions.
To effectively leverage the complementary nature of both mod-
alities, we integrate these two cost volumes using our Camera-
LiDAR Adaptation (CLA) module.

3.5 Training Objective

During optimization, we supervise optical flow estimation
and scene flow estimation, respectively, and utilize multi-
task loss for joint optimization, following (Liu et al., 2024):
L2D =

∑L
l=l0

αl

∑
x ∥f l

2D(x) − f̂ l
2D(x)∥2 and L3D =∑L

l=l0
αl

∑
p ∥f l3D(p)− f̂ l3D(p)∥2 where f̂ l

2D and f̂ l
3D are the

ground truth optical flow and scene flow in the l-th layer, re-
spectively. ∥ · ∥2 computes the L2 norm. For fine-tuning, we
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Figure 3. Qualitative results on the KITTI Scene Flow test set, where blue indicates a low error and red indicates a higher error.

use the training loss as:

L2D =

L∑
l=l0

αl

∑
x

(|f l
2D(x)− f̂ l

2D(x)|+ ϵ)q, (1)

L3D =

L∑
l=l0

αl

∑
x

(|f l
3D(x)− f̂ l

3D(x)|+ ϵ)q, (2)

where | · | computes the L1 norm, q = 0.4 gives less penalty to
outliers and ϵ is set to 0.01. The final loss is a weighted sum of
the losses defined above:

L = L2D + λL3D, (3)

where λ is set to 1.0 for all our experiments.

4. Experiments

4.1 Datasets

We evaluate our method on the synthetic dataset FlyingTh-
ings3D (Mayer et al., 2016) and the real-world dataset KITTI
(Menze et al., 2015). FlyingThings3D consists of stereo and
RGB-D images rendered with multiple randomly moving ob-
jects. The training and validation set contains 19,640 and
3,824 pairs of camera-LiDAR frames, respectively. KITTI is a
real-world and challenging benchmark for autonomous driving,
which consists of 200 training scenes and 200 test scenes. We
divide the 200 training images into train and validation splits
based on the 4 : 1 ratio. The ground truth disparity maps are
lifted into point clouds using the calibration parameters.

4.2 Metrics

For FlyingThings3D, we evaluate the performance using 2D
and 3D end-point error (EPE), as well as threshold metrics
ACC1px, ACC.05, and ACC.10, which measure the portion of
error within a threshold.

4.3 Configurations and Settings

All experiments are conducted on a machine with two NVIDIA
RTX 3090 GPUs. We train our model on 800 epochs with a
batch size of 4 and AdamW optimizer. The initial learning rate
of optical flow and scene flow are set to 1e − 4 and 1e − 3,
respectively, and decay with a decaying rate of 0.9. We apply
various data augmentation methods, such as color jitter, random
horizontal flipping, random scaling, and random cropping.

Configuration 3D Metrics
CLA SCA EPE3D (102) ↓ ACC.05 (%) ↑ ACC.10 (%) ↑

- - 6.1 85.6 91.9
✓ - 5.8 86.3 92.8
- ✓ 5.8 86.1 92.3
✓ ✓ 5.6 87.0 93.5

Table 3. The ablation study results of Camera-LiDAR
Adaptation and Spatial Characteristics Adaptation.

4.4 Quantitative Results

In Tab. 1, we compare to several state-of-the-art methods that
utilize different input modalities on FlyingThings3D. The res-
ults show that our method demonstrates comparable perform-
ance both in 2D metrics and 3D metrics. Although the 2D
Metrics is a little behind the latest DELFlow, the 3D metrics
ACC.05 and ACC.10 achieve an improvement of approximately
1%. Compared to the baseline method, our approach shows
an improvement of around 2%. The quantitative results on the
KITTI Scene Flow dataset are shown in Tab. 2, which show that
our method outperforms prior-arts both in D2 (2.81 vs. 2.84),
Fl (2.98 vs. 3.07), and SF (4.23 vs. 4.34) metrics.

4.5 Qualitative Results

To validate the effectiveness of our method in 2D optical flow
and 3D scene flow prediction, we present representative visu-
alization results on the KITTI Scene Flow dataset, as shown in
Fig. 3. Our method demonstrates the lowest error rates, high-
lighting its superior accuracy and robustness.

4.6 Model Size and Memory

Our PAFlow is small in size. It has 8.5 M parameters for the 3D
scene flow predictions. Compared to previous methods, our ap-
proach maintains a competitive parameter count and inference
speed. Specifically, compared to the latest methods (DELFlow
and CamLiFlow), our model is approximately 2× more light-
weight in terms of parameters and achieves 2-5× faster infer-
ence speeds, respectively.

4.7 Ablation Study

We conduct a series of ablation studies to verify the effective-
ness of each component of our design in the validation set of
the FlyingThings3D dataset.

The effectiveness of components. presents the results of dif-
ferent configurations of our proposed design. We observe
that both SCA (Spatial Characteristics Adaptation) and CLA
(Camera-LiDAR Adaptation) make significant contributions to
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Configuration 3D Metrics
Projection SNE EPE3D (102) ↓ ACC.05 (%) ↑

- - 6.1 85.6

Depth - 6.0 85.6
✓ 5.9 85.9

Altitude - 5.9 85.8
✓ 6.1 85.4

Depth + Altitude ✓ 5.8 86.1

Table 4. The different configurations comparisons in Spatial
Characteristics Adaptation.

improving 3D scene flow estimation. Notably, their synergistic
effect plays a key role in enhancing overall 3D motion predic-
tion. Experimental results further demonstrate that with the in-
tegration of SCA, the spatial features of LiDAR point clouds
and camera frames become more closely aligned, leading to
more effective feature fusion and alignment.

3D spatial characteristics on the image plane. We selected
two different projection methods: depth projection and height
difference projection. We find that both projection methods
could be effectively integrated with RGB images. Furthermore,
to better capture the spatial characteristics of pixels, we follow
the SNE-RoadSeg (Fan et al., 2020) for surface normal estim-
ation. Experiments showed that surface normal estimation has
a positive impact on depth maps but a negative impact on elev-
ation maps. Finally, we adopt a strategy that combines depth
maps with surface normals and elevation maps to construct our
Spatial Characteristics Adaptation.

5. Conclusion

In this paper, we introduce PAFlow, a novel framework for joint
optical flow and scene flow estimation. It consists of camera-
LiDAR adaptation and spatial characteristics adaptation mod-
ules, which work together to maximize the inter-modality com-
plementarity. Experiments show that PAFlow outperforms the
previous methods.

Limitations: Our method relies on strict correspondence and
calibration parameters between the camera and LiDAR. In the
future, we will explore the mutual optimization of optical flow
and scene flow without using calibration parameters to support
a wider range of remote sensing tasks.
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