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Abstract

A virtual instrument has been developed to study a multi-illumination dome system on digital objects using a camera mounted
on top of the dome. The reliability of the blender environment is investigated for simulating the functions of components of this
system. The high-precision three-dimensional (3D) mesh of an object measured with a laser tracker equipped with an AS1 scanner
is used as a digital object within this virtual instrument. The camera is modelled by both intrinsic and extrinsic parameters and the
virtual lights by power, beam angle and diffusion. The parameters are adjusted to match the real camera and light sources. The
surface normals estimated using images taken of the 3D digital object using different illumination conditions are compared against
actual surface normals for three artefacts with fully determined surface normals. Results show that the three sets of surface normals
match each other and the mean value of the angles between the sets of surface normals for least squares with a threshold approach
is limited to a few degrees for the case of objects of a few centimeters in size. Inspired by the results of surface normal estimation
for the three digital artefacts, the same algorithms are then applied to a digital object scanned using a laser scanner.

1. Introduction

Reflectance transformation imaging (RTI) (Grzelec and Łojewski,
2023) is a technique for capturing and rendering enhanced de-
tails of an object’s surface. This imaging method is often used
for the visualisation of cultural heritage objects such as archae-
ological artefacts and ancient graffiti (Sammons, 2018). This
method can also be used to relight archaeological artefacts for
new lighting direction (Bosco et al., 2023). This paper provides
a virtual environment to simulate an RTI environment. Simu-
lating the setup using a virtual instrument enables the system to
be optimised, ensuring that the surface normals calculated are
as precise and accurate as possible by identifying factors that
could potentially lead to systematic errors. The virtual instru-
ment is developed in the Blender environment (Cartucho et al.,
2021), incorporating light sources and camera models (Pottier
et al., 2023a).

To test machine learning algorithms and perform optimisation
for the real RTI system, its virtual equivalent is used. The vir-
tual RTI environment investigated in this paper consists of an il-
lumination dome and a single camera mounted at the top of the
dome looking downwards at the object. Multiple light sources
are mounted on the inner surface of the dome to provide dir-
ectional lighting of the object. This configuration enables mul-
tiple images to be taken of the three-dimensional (3D) object
with different illumination geometries.

The virtual photometric system is implemented by using Blender
(Flavell, 2011). The advantages of selecting Blender over other
simulation software to construct the virtual instrument are as
follows:

1. Comprehensive and versatile: this software benefits from a
wide range of optical components and 3D design capabil-
ities. Furthermore, the 3D mesh provided by 3D scanning
tools can easily be imported into this environment(Hosen
et al., 2019).

2. Free and open-source: the software is publicly available
and is supported by a community that continuously adds
objects and features to facilitate its usage (Flavell, 2011).

3. Physics simulation capability: physical entities such as
light, camera, and bidirectional reflectance distribution func-
tion can be simulated within this environment (Gschwandtner
et al., 2011).

4. Integration with other software: Blender benefits from the
Python API that allows this environment to import Python
scripts and functionality within a Blender scene (Kent, 2015).

It has recently been shown (Pottier et al., 2023b, Eastwood et
al., 2019) that Blender can be used reliably to implement a vir-
tual instrument to perform multi-camera metrology. To invest-
igate the capability of Blender for metrology applications, they
have investigated metrology error within this virtual environ-
ment.

This paper investigates the capabilities of Blender to build a
virtual RTI instrument. It is shown that images generated within
this environment can be used instead of actual images taken
from 3D objects in the real world for testing machine learning
approaches and performing optimisation. The digital object to
be studied in this virtual environment can be designed directly
by CAD software or imported as the 3D digital scan of a real
object. The latter relies on a 3D point cloud of the real object,
obtained using an accurate laser tracker equipped with a hand-
held scanner, converted to a mesh format after resampling and
surface reconstruction. Parameters for the camera’s intrinsic
and extrinsic characteristics and the power, beam angle, and
diffusion of each light source are defined using tools in Blender,
adjusted to match the physical imaging configuration. Multiple
images are generated within the Blender virtual environment
by turning on and off the light sources within the dome. The
images taken from the digital object are then used to compute
surface normals for comparison with the surface normals of the
digital object. The results demonstrate the high performance
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capability of Blender in simulating a virtual RTI environment.
Images taken from the scanned 3D mesh within the Blender
environment are visually compared with the images taken in
the actual dome system as well.

The remainder of this paper is organised as follows. The meth-
odology is presented in Section 2, results are reported in Sec-
tion 3, and final remarks are presented in Section 4, followed
by acknowledgments and references.

2. Methodology

To investigate the capability of Blender for 3D surface normal
detection, the following steps are designed:

1. Generate the digital object using a CAD model or 3D mesh
scanned by a laser tracker equipped with the appropriate
scanner namely AS1 scanner (see Fig. 4).

2. Preprocess 3D data, including downsampling, creating meshes,
and perform formatting conversion requirements.

3. Add reference targets to the scene (see Fig. 2). These
reference objects are crucial for camera characterisation
purposes.

4. Insert digital object into the Blender environment along
with photometric elements, including camera and lighting
objects. Adjust camera data including intrinsic and ex-
trinsic parameters and light data to match the real environ-
ment.

5. Take images of the object using multiple illumination con-
ditions. The light sources are turned on and off consecut-
ively to take images.

6. Photometric methods are used to generate surface normals
from the images. Mask the background for clarity.

7. Compare the surface normal results for the images taken in
Blender with those computed from the real images. Ana-
lyse the distribution of surface normal angle errors between
the two sets of corresponding surface normals.

Parameters of the virtual instrument developed in Blender refer
to the camera, light, and object. For the camera these include
intrinsic and extrinsic parameters, noise level, and filtering. The
light source is defined by position, direction, diffusion, and col-
our. A transformation matrix is employed to define both the
position and orientation of the object.

2.1 Experimental Setup

The experimental setup (Fig. 1) consists of:

1. The hemispherical dome structure, assembled from circu-
lar wire hoops, on which the LEDs are mounted.

2. 48 LED light sources to provide illumination to take im-
ages within the dome imaging system.

3. Solid state relays controlled by an Arduino to select and
switch LEDs on and off.

4. Camera including connectivity to the PC to capture im-
ages. A trigger signal from the Arduino synchronises the
camera to each light source on the dome.

Figure 1. Experimental dome with 48 LEDs

5. Copy stand mounting of the camera, enabling its height to
be adjusted.

6. Plaster test object to be studied within the dome system.

The overall image capture sequence begins with the command
given by Matlab to the Arduino controller, selecting which re-
lay to turn on to illuminate the required LED. A trigger signal
is given to the camera to take an image of the object as soon
as the LED has been turned on. The shutter speed for the cam-
era is adjusted initially and then kept constant so that all im-
ages within the sequence are within the exposure range. Typical
shutter speed is 50 msec.

2.2 Virtual Instrument in Blender

The virtual instrument implemented within the Blender envir-
onment includes a 3D digital object to be studied, a virtual cam-
era to take images, and multiple virtual light sources that are
illuminated consecutively to take images of the virtual object.

2.2.1 Digital Object through 3D Scanner To measure an
object using the virtual instrument, it is required to import its
digitised version within the virtual environment. For this pur-
pose, a decorative plaster ceiling rose was placed in a mounting
plate, as shown in Fig. 2. Small white spheres with diameters of
20mm ± 5µm were added to the scene to provide photogram-
metric references for the measurement system. The 3D data was
acquired with the Hexagon Absolute Scanner AS1 as shown in
Fig. 3, connected to an AT960 laser tracker. The software,
SpatialAnalyzer, was used to collect the data enabling the point
cloud to be viewed during the scanning process. SpatialAna-
lyzer can also be used to locate the instrument from known
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Figure 2. Cultural heritage test object to be studied.

Figure 3. Hexagon Absolute Scanner AS1

points if the registration of data within a particular coordinate
system is required.

The point cloud of the object, processed with SpatialAnalyzer,
is shown in Fig. 4. It includes more than 33 million points,
encoded in the PTX file format. To insert the digital object into
the Blender environment, its 3D mesh needs to be obtained.
The screen Poisson surface reconstruction technique is used to
create a 3D mesh out of an orientated point cloud (Kazhdan and
Hoppe, 2013). Multiple complexity reducing algorithms within
Meshlab software (Gabara and Sawicki, 2017) perform efficient
and high quality surface reconstruction. The initial point cloud
is down-sampled to one million points, then a screened Pois-
son reconstruction algorithm is applied. The resulting mesh can
then be imported into the Blender environment in STL format.

2.2.2 Down-sampling and Surface Reconstruction Poisson-
disk sampling is one of the point-cloud sampling approaches
frequently used within computer graphics (Corsini et al., 2012).
The aim is to select uniformly distributed points out of the point
cloud such that the minimum distance between the points is lar-
ger than predefined 2r value. The method is known to have
good BLUE characteristics, meaning that it avoids concentra-
tion of points in a region and maintains a consistent distance
between points. Different variations of Poisson disk sampling
exist in the literature. An efficient and flexible approach has
been previously investigated in (Corsini et al., 2012) and is

Figure 4. Point cloud obtained from the test object

implemented within an open-source point-cloud manipulation
software, namely Meshlab (Cignoni et al., 2011). This is the
preferred algorithm in this paper and it is modified to generate
better results in terms of sampling distribution.

2.2.3 Digital Object CAD Model To assess the efficacy of
the virtual instrument in identifying surface normals via Re-
flectance Transformation Imaging (RTI), various digital objects
were examined. The surface normals of these objects are en-
tirely known, allowing for a comprehensive evaluation of both
the virtual instrument and the surface normal detection algorithm.
The study focuses on analysis of three artefacts depicted in Fig-
ures 5, 6, and 7. Having the precise geometrical data of the three
artefacts through their CAD model, the precise surface normal
vectors associated with the two CAD models are calculated. A
colouring convention is used to demonstrate the surface nor-
mals of a 3D object in 2D as follows.

R = 255/2.(Nx + 1)

G = 255/2.(Ny + 1)

B = 255.Nz (1)

where Nx ∈ [−1, 1], Ny ∈ [−1, 1], and Nz ∈ [0, 1] are the x,
y, and z components of the surface normal and R ∈ [0, 255],
G ∈ [0, 255], and B ∈ [0, 255] are the corresponding color
component of the pixel.

Using calculated values of the surface normals for the three
given artefacts, it is possible to evaluate the performance of the
RTI system within the virtual instrument.

2.2.4 Mathematical Model of Camera The mathematical
representation of a camera is based on the notion of the camera
functioning as a projection system from the 3D real world to a
2D image plane. This concept provides the mathematical ana-
lysis employed for distance measurement, surface textures, and
dimensions using optical devices within a metrology applica-
tion (Bottalico et al., 2023, Sturm, 2014). The overall projec-
tion process from the real world into a 2D image is formulated
using camera parameters as follows:

s

 pu
pv
1

 =

 fx θ cx
0 fy cy
0 0 1


︸ ︷︷ ︸

intrinsic matrix

Tw

︸ ︷︷ ︸
projection matrix
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Pz

1

 (2)
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(a) Artefact 1

(b) Artefact 2

(c) Artefact 3

Figure 5. Two pyramid and spherical artefacts designed by CAD
software with known surface normals.

where (px, py, pz) are the position coordinates of the point in
real world, (pu, pv) are the corresponding coordinates of the
point in the image in pixels, fx and fy are the camera intrinsic
parameters such that fx = FSx, and fy = FSy , and Sx(pixel
/ mm), and Sy(pixel / mm) are the sensor’s scale factors in x
and y coordinates. The parameter F is the focal length in world
units, typically expressed in millimetres. The parameter θ is the
skew parameter. The parameter s is a scaling factor, which may
be different than 1 (Hartley and Zisserman, 2003).

The parameters Rij , i, j = x, y, z define the rotation matrix and
Ti, i = x, y, z the translation matrix. The radial distortion can
be modelled as a polynomial function of the distortion radius
(Enebuse et al., 2021, Khanesar et al., n.d.):

xu = pu
(
1 + k0r

2
d + k1r

4
d + k2r

6
d + k3r

8
d + . . .

)

Figure 6. Dimensions of the two pyramid artefacts (all values
are given in mm).

Figure 7. Dimensions of the spherical artefact (all values are
given in mm).

yu = pv
(
1 + k0r

2
d + k1r

4
d + k2r

6
d + k3r

8
d + . . .

)
(4)

where (xu, yu) are the coordinates of points in the image as
distorted by the function given in (4).

2.2.5 Virtual Camera in Blender The camera is simulated
in the Blender environment using a Python script to define the
parameters. The focal length is set to 25mm to match the lens
of the real camera. Likewise, the distortion parameters for the
virtual camera match those of the real camera as a result of
calibration procedure using Agisoft, as follows.

k0 = −0.0490, k1 = −0.5679,

k2 = 1.6264, k3 = 0 (5)

In the Blender environment, the dimension of the sensor is an-
other essential factor when specifying a camera, because it in-
fluences the magnification, i.e. the real-world scale that corres-
ponds to the pixels in the image. The sensor size for the virtual
camera considered in this paper is 12.363mm × 12.363mm.
For a complete list of camera parameters within the Blender en-
vironment, readers may refer to this URL: https://docs.blender.org/
api/current/bpy.types.Camera.html (visited: 25/09/2024).

To calibrate the camera within the dome environment, images
were taken of the artefact within the dome environment. Im-
ages were captured of the artefact in multiple positions on the
plane, and at slight inclinations for high-performance calibra-
tion. Agisoft photogrammetry software was applied to the im-
ages taken within the dome and intrinsic and extrinsic paramet-
ers of the camera identified. The calibration data is exported
in XML format from Agisoft software which are then parsed
within Blender environment. These values were used within the
virtual environment to set the parameters of the virtual camera
as well as its position with respect to the centre of the image.

2.2.6 Virtual Light Virtual illumination is incorporated within
a Blender scene to simulate various lighting conditions within
this setting. Four options are available: point, sun, spot, and
area. The point light source used in this paper benefits from
features such as power, diffusion factor, colour, location, and
transformation matrix. The power attribute designates its illu-
mination strength measured in watts. The colour value defines
the light colour in RGB format, while each of the other values is
a real value from the interval [0, 1]. Finally, the transformation
matrix of the light object, including its position and orientation,
is assigned using the corresponding commands. In total, there
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Figure 8. Dome illumination system using 48 light sources.

exist 48 light sources with the dome imaging system, and their
positions are depicted as in Fig. 8.

Within the Blender environment, there exist multiple adjustable
parameters for the light source. The diffusion and blend para-
meters are found to have a more crucial impact on the scene. If
these parameters are close to zero, a sharp border between the
shadow and bright regions is observed. However, if the value
of these two parameters is increased, the border between the
shadow and bright regions will be blurred. To make a realistic
model of the light source, an experiment is designed in which
the light source is turned on and off. The difference between
the two images shows the influence of the light source on the
object. The intensity values of the light source usually decrease
from the central light ray. Intensity values can be drawn as a
function of the angle of the light beam with respect to the dir-
ection of the surface normal. It is therefore possible to have
a wider angle of measurement for a wider camera lens. The
same experiment is repeated in the Blender environment to find
the intensity diagram of the light source versus the angle of the
beam with the surface normal. The experiment is repeated for
a few ’diffusion’ and ’blend’ values. These parameters determ-
ine the distribution of the light intensities far from the centre
of the light cone. The spot size parameter of the light source
adjusts the overall beam angle of the light source. Throughout
the Blender experiments, this parameter is set to 100o for both
sides of the light source. The light source blend parameter is
set to 1, and the diffusion parameter changes from 0 to 1. From
the set of trials, it is concluded that the closest matched LED
model to the manufacturers specifications occurs when the dif-
fusion parameter is equal to 1. Therefore, this parameter is used
within the virtual instrument to take photos of the object.

3. Photometric Approaches Used to Detect Surface
Normals

3.1 Simple least squares solution

The Lambertian model for detecting surface normals assumes
that the intensities within an image information model in a Lam-
bertian scene depend on the angle between the light beam hit-
ting the corresponding pixel and the surface normal and the dif-
fuse albedo parameter (Woodham, 1979). Therefore, intensities
in the image taken within this scene are expressed in terms of
the dot product of the incoming light beam vector and surface

normal multiplied by the diffuse albedo parameter.

I = ρnT l, (6)

where I is the intensity value of the corresponding point, ρ ∈ R
is the diffuse albedo, and n ∈ R3 is the 3D vector correspond-
ing to surface normal, l ∈ R3 is the 3D vector corresponding to
incoming beam angle. For n images taken with different light
angles for each point and m number of intensity values within
the image, it is possible to rewrite the image information model
in matrix form as follows.

O = NTL, (7)

where N = [ρ1n1, ..., ρmnm] ∈ Rm×3 is the overall surface
normals in the scene, L = [l1, ..., lm] ∈ Rm×3 is the overall
light directions for each point in the image. A simple solution
to (7) is the least squares solution to the problem (Wu et al.,
2011).

N = OL†, (8)

3.2 Least squares solution with Threshold Values

Shadow points and specularities inevitably exist in a scene, mak-
ing the regression problem of (7) as follows.

O = NTL+ E, (9)

where E ∈ Rm×3 represent uncertainties due to specularities
and shadow in the image. Although shadow points are relat-
ively easily detectable through a threshold value, specularities
are more difficult to detect (Wu et al., 2011). More advanced
estimation algorithms are used to solve the regression problem
of (9).

The four different algorithms to detect shadows in images are:
classification, segmentation, thresholding, and geometric mod-
eling (Dare, 2005). Thesholding is a binary comparison between
pixel values and a constant threshold value to identify the un-
desired features in the image. An appropriately selected threshold
value can lead to avoiding a large number of miss classified
pixels in the image.

4. Results

Figure 8 illustrates the multi-illumination dome system using
48 light sources, distributed evenly across the hemisphere to
provide different lighting directions for the 3D object to be stud-
ied. The results presented in this paper include two main parts.
In the first part, three virtual artefacts with slightly different sur-
face normals are studied. In the second part, a physical moul-
ded plaster object with a near-Lambertian surface is imaged en-
abling comparison between physical and virtual artefacts.

4.1 CAD model artefact

The three digital artefacts investigated in this paper (Figures 5,
and 6) are two square pyramids with four planar surfaces and a
spherical object (Figures 5, and 7), each covering a large area.
The least-squares approach is applied to the registered pixel in-
tensity values of the 48 images taken within the virtual dome
environment to estimate the surface normal vectors associated
with the object. Differences between the reference and meas-
ured surface normals were calculated and the statistics for these
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Table 1. Surface normal angular errors from pyramidal artefact 1
(height=30mm).

Method Error (degrees)
whole artefact 1cm disk
MAE MSE MAE MSE

Least squares 16.59 20.94 1.87 2.16
Least squares 15.52 17.96 1.87 2.16
with threshold

Table 2. Surface normal angular errors from pyramidal artefact 2
(height=10mm).

Method Error (degrees)
whole artefact 1cm disk
MAE MSE MAE MSE

Least squares 17.36 21.87 2.78 3.59
Least squares 16.32 19.07 2.78 3.59
with threshold

results are given in Tables 1, 2, and 3 in terms of mean absolute
error (MAE), and mean squared error (MSE) values.

Two different algorithms to estimate surface normals are invest-
igated. A basic least-squares approach where all pixel intensity
observations are considered similarly weighted, and a threshold
process whereby pixels corresponding to shadow regions are
rejected prior to the least-squares process. In both cases, Lam-
bertian reflectance of the test surface is assumed. Using a min-
imum threshold value within the least-squares algorithm can
filter out pixels that are in shadow. For example, given a low
illumination angle emanating from one corner of the pyramidal
artefact, the furthest two facets from the light source will be in
shadow. As demonstrated in Tables 1, 2, and 3 the error value
associated with the entirety of the object exhibits a larger value
than those for a smaller area. Furthermore, the least squares
algorithm augmented with a threshold value outperforms the
standard least squares algorithm in the case of the two pyramid
artefacts, as it removes those intensities that are outliers. How-
ever, when comparing the errors for the pyramid and disk the
threshold appears to increase the errors. This could possibly be
due to there being no self shadowing on the disk unlike the pyr-
amid. This could then result in incorrect pixel intensities being
removed from the calculations.

The mean surface normal error values across the disk centred
within the image, with a radius varying from 0.01m to 0.1m,
are illustrated in Fig. 11. For a disk radius of 0.01m, the av-
erage absolute angle error of the surface normal is 2.87o. This
mean error rises to 13.7o as the radius extends to 0.1m. A sim-
ilar effect is observed for the two other artefacts as well. This
could be caused by a decrease in light intensity further away
from the light source, resulting in larger errors occurring away
from the centre of the image. Studies are being carried out by
the authors to understand this further.

Table 3. Surface normal angular errors from artefact 3.

Method Error (degrees)
whole artefact 1cm disk

MAE MSE MAE MSE
Least squares 22.1826 36.9130 3.2240 3.6385
Least squares 22.1793 36.9109 3.2240 3.6385
with threshold

Figure 9. Estimated surface normals for artefact 1.

Figure 10. Estimated surface normals for artefact 3.

Figure 11. Surface normal errors within disk surrounding centre
for artefact 1.
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(a) (b)

Figure 12. Real image taken with LED (a) number 1 (b) number
2 are turned on.

(a) (b)

Figure 13. Virtual image when LED number (a) number 1 (b)
number 2 are turned on

4.2 Ceiling Artefact

A white moulded plaster object of diameter 229 mm was scanned
with a hand-held Hexagon AS1 triangulation scanner tracked
with a Hexagon AT960 (AG, 2025) laser tracker to provide a
reference point cloud. This laser tracker is a high precision
metrology equipment (Khanesar et al., 2023b, Khanesar et al.,
2023a). A down-sampled point cloud with 1,000,000 points
was created using Meshlab software. The algorithm used for
downsampling is explained in Section 2.2.2. The downsampled
cloud was triangulated to a mesh surface which was then stud-
ied within the virtual Blender environment. The images taken
within the virtual instrument are depicted in Fig. 13 and are
compared with the images taken in the real world in the dome
system in Fig. 12.

Using the 48 images taken from the ceiling object in the real
world and the virtual environment, the surface normals of the
real and virtual object are generated using the least squares
method with threshold (see Fig. 14 and Fig. 15). Visually, the
images generated from the virtual environment appear similar
to the image generated from the real ones. The range of intens-
ities values in the images appears to be greater for the Blender
image. Future work is required to understand the quantitive dif-
ferences between the two methods.

5. Conclusions

A virtual instrument has been designed within the Blender en-
vironment to mimic a practical multi-illumination dome ima-
ging system. The virtual environment gives us the opportun-
ity to test illumination and imaging geometries against differ-
ent virtual objects in order to understand the metric qualities
of different photometric approaches. To perform a simulation
within the virtual environment, the light sources were initially

Figure 14. Surface normal estimated from the real images.

Figure 15. Surface normal estimated from the images taken in
Blender.

modelled by adjusting their diffusion and blend parameters to
simulate the light sources in the real dome as closely as pos-
sible.

We studied a 3D digital artefact with known surface normal
angles illuminated sequentially from 48 lighting locations. Two
algorithms, one using a least-squares method and the other in-
tegrating a threshold value into the least-squares approach, were
employed for photometric analysis on images taken by the vir-
tual instrument. The performance of these algorithms was eval-
uated by measuring the errors in the angles of the surface nor-
mal vectors. Subsequently, we investigated surface normal ana-
lysis of a real object within the virtual instrument. To obtain the
object surface normal, the 3D point cloud was generated using
a metrology-grade laser scanner. The surface normal vectors
computed for each pixel of the object are subsequently com-
pared between the virtual instrument and the actual environ-
ment to showcase the virtual instrument’s performance.
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