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ABSTRACT:

This article looks at approaches, software solutions, standards, workflows, and quality criteria to create a multimodal dataset including images, textual information, and 3D models for a small urban area. The goal is to improve art historical research on architectural elements relying on the three data entities. A specific dataset with manually created annotations is introduced and made available to the public. The paper provides an overview of the available data and detailed information on the preparation of the different types of data as well as the process of connecting everything through annotations. It mentions the relevance and creation of a controlled vocabulary. Furthermore, point cloud processing as well as neural network approaches are discussed which may replace manual labeling. Another focus is the analysis of linguistic similarities to identify whether annotations are actually connected and therefore relevant. Additionally, research scenarios will highlight the relevance of the approach for art history and the contributions, which come from computer linguistics and computer science.

1. INTRODUCTION

Photographs and other images as well as textual information and documents serve as important source materials and provide a foundation for many subject-orientated and theory-based investigations within historical studies, e.g., architectural studies, art history, and cultural studies. Among other scenarios, the sources may be used for (digital) reconstructions or to investigate different buildings, their construction history, and the impact they had on a city. A lot of sources are needed to get a thorough understanding of a building. Searching for images and texts but also the contextualization and the evaluation of them can prove challenging (Beaudoin and Brady, 2011). On the one hand, there is a vast amount of data available online and, on the other hand, filtering is usually not satisfying or avoided altogether. Additionally, 3D data is increasingly used while researching sites with an archaeological and art-historical background (Münster, 2016).

The project HistKI is working on a solution that connects different data in a research platform and, therefore, supports the benefit of multimodal data for investigation (Münster et al., 2022). Usually, different data types are researched and analyzed separately, and, in a next step, the researcher will connect everything and use the entirety of the gathered knowledge for context and discovery. Additionally, scholars will elaborate on source criticism in order to evaluate and verify data and findings. New technologies like artificial intelligence (AI) can be of help when dealing with the variety of data.

1.1 The Research Platform 4D Browser

A prototypical web application called 4D Browser\textsuperscript{1} currently presents historical images of the city of Dresden in a virtual 3D city model (cf. Fig. 1). A timeline introduces the fourth dimension (4D) and provides information on the development of the city by filtering photos and 3D models according to any selected point in time. The features support image searching and filtering, data analysis, data visualization based on acquisition habits, and contextualization via linking photos and their spatio-temporal location within the model (Dewitz et al., 2019). Textual information will be available soon.

\textsuperscript{1} https://4dbrowser.urbanhistory4d.org/

Figure 1. Interface of the 4D Browser showing spatio-temporal photographs in a 3D city model.

The different data entities text, image and 3D model will be linked in order to support investigation and connections. When researching architectural elements of a building, the user is supposed to query and find data entities that refer to the same or similar elements. Therefore, annotating specific architectural elements within all three types of data entities (text, 2D images, and 3D models) is necessary to build a query system which draws implicit links between the entities based upon the annotations.

Additional tools and functionalities on top of the annotations aim to support further research. For implementation and testing purposes, we introduce a multimodal dataset that contains texts, images, and 3D models that has been annotated for architectural elements of a small urban area. Requirements for data preparation will be considered as well as the workflow of integration.
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into the platform and the possibilities of novel functionalities for investigation.

1.2 Significance of the Zwinger for Art History Research

For the purpose of the project and the sake of efficiency, we selected a monumental palatial building from which we already own a detailed 3D model. The site is the Zwinger and its associated buildings located near the royal residence in Dresden, Germany. The site was commissioned by King August II the Strong of Saxony and Poland during the Baroque period during the last decades of the 17th century and the first decades of the 18th century. It is a peculiar design featuring four buildings, or Pavilions, bound together in the shape of a large rectangle with a main axis orientated from Northwest to Southeast. However, the most iconic element is undeniably the monumental gate along the southwestern side featuring a large crown atop a crown-shaped dome, aptly named the Kronentor (Fig. 2).

Figure 2. Historical photograph of the Dresden Zwinger, Germany taken before 1900. Photographer unknown. © Deutsche Fotothek

All of the buildings are highly decorated with ornate pilasters, columns, and statues. The area within these pavilions and their associated connections is uncovered, as it previously served as a parade ground for state events such as royal weddings or military demonstrations. The name of the site is also significant as a Zwinger once referenced an outer wall of a castle, though in this case, the outer wall of the residence had been completely repurposed to accommodate a large palatial complex in the relatively small environment to the southwest of the royal palace. The Zwinger is bounded along its western side by water that used to serve as the moat of the outer wall, though the area had been turned into a large garden during the remodeling (Fig. 3).

Figure 3. Map of the Zwinger in Dresden with labels. Source: de.m.wikipedia.org/wiki/Datei: Karte-Zwinger-Dresden.png

Besides its visual appeal, the Zwinger is also one of the most iconic Baroque buildings in the world, featuring a complex history of destruction and reconstruction. There is also a large collection of (historical) photographs from the Saxon State and University Library Dresden (SLUB) available with some images already geo-referenced within the 3D city model.

2. PREPARATION OF THE DATASET

2.1 Using Controlled Vocabularies

The desire to actively interconnect the data in order to support new insights and discover certain phenomena drove this project. Architectural elements of the same type are encoded differently in the three types of data entities, i.e., as words in texts, as group of pixels in images, and as group of vertices and faces in 3D models. To this end, we incorporate controlled vocabularies that define language-agnostic identifiers for specific elements and are used to classify the annotations of the data entities.

In the domain of digital humanities, the Getty Art & Architecture Thesaurus (AAT) is a vocabulary that contains an extensive, hierarchical set of classes of architectural elements (Baca and Gill, 2015). Other Getty vocabularies are the Union List of Artist Names (ULAN), the Cultural Objects Names Authority (CONA), and the Thesaurus of Geographic Names (TGN). However, most of their classes might only be encoded in text and are, hence, of little interest when researching architectural elements. Another huge knowledge base is Wikidata that defines a large variety of entities and classes including art and architectural elements (Vrandečić and Krötzsch, 2014). Beyond the hierarchical structure similar to the AAT, semantic relationships between the entities are also stored forming an ontology. This involves links to other knowledge bases including the Getty vocabularies. Wikidata is also increasingly used in the cultural heritage domain (Schmidt et al., 2022).

The number of classes of architectural elements in both the AAT and Wikidata is very large. However, only a subset is primarily used in texts about an architectural object. To narrow down the set to what is actually used, the first step is to identify those architectural terms by analyzing texts describing the Zwinger and related architecture (Utescher et al., 2022). This requires foreknowledge of art-historical terminology and experience pertaining to construction history and research (Baugeschichte and Bauforschung). Additionally, it requires a series of software to first make text readable and then to analyze the text in order to gather relevant terminologies together with their respective normative data. The AAT’s and Wikidata’s entity ids were tested to see how well they align with the textual documents of the project. Some relevant terms are currently missing on either one or both lists and need to be added. However, the majority and most relevant terms are included.

The analysis of the textual documents yielded a condensed list of vocabulary entries with, if possible, both AAT and Wikidata identifiers that is used for annotating our data. It comprises about 400 entries, from which about 140 are architectural elements and are of higher relevance.
2.2 Textual Resources

With respect to its application in the 4D, annotated text data is one of the areas that is currently under development. The methodology for annotating the text included in this dataset is geared towards being simple but robust.

Data Selection For quantitative analysis, we collected 321 Wikipedia articles. We use all Wikipedia articles which are linked on the German-language Zwinger, Dresden article. These texts cover parts of the Zwinger complex, important personalities connected to the Zwinger as well as articles about the Baroque or specific architectural elements. In addition, we include two scientific publications about the Zwinger in order to test our methodology on longer, more complex texts.

Annotation Protocol In the textual annotations, we catalog mentions of all terms in our vocabulary as well as terms that have a high semantic similarity. This semantic similarity measure is computed at word-level using German or English fast-text embeddings (Bojanowski et al., 2016). It is possible for a token to have more than one label. For each term-annotation, we provide a semantic similarity score \( s \in [0, 1] \). We suggest a division of these annotations into three groups: (1) identical matches, (2) very similar terms, and (3) loosely related terms.

Identical matches \( (s = 1) \) are instances of a term from the list, including capitalization and morphology such as plurals. We consider terms with a semantic similarity \( > 0.8 \) to be near-identical in meaning, differentiating them from the identical and loose matches. Terms with \( 0.8 > s > 0.6 \) are also included in the annotations. These loose matches are semantically similar to the core term, which we include in order to flesh out exploration of the data. Although the vocabulary is limited to nouns and proper nouns, the word search searches all parts of speech. For example, a search for the term “Gebäude” (building) will yield “Haus” (house), but also “abgerissen” (torn down) and “erbaut” (built).

Besides their bibliographical information, the text annotations contain exact matches of the terms in our term list as well as annotations of semantically similar terms. We include a plain text file, an annotation JSON and a BibTex file for each text in the dataset. The annotation file contains a list of all annotations for each text file. The BibTex file contains metadata about the text itself including title, year of publication, author(s), but also the associated object/building (e.g., Nymphenbad).

Text Annotation Overview For the 107 terms in the vocabulary and 321 Wikipedia articles, we were able to assign 89k labels. The Wikipedia articles form the larger and more homogeneous part of our textual resources. Furthermore, both the German and English fasttext embeddings were trained on Wikipedia as a whole. Out of the 89k, 7434 instances are exact matches, 2286 are close matches and 79.3k are loose matches. This semantic similarity annotation leads to a larger vocabulary of 3973 terms (including the original 107).

Note that close matches do not denote that the original term and the related term are synonymous. For example, a search for “Zierbrunnen” yields the close matches “Marktbrunnen”, “Prachtbrunnen”, “Rathausbrunnen” and “Springbrunnen”. Incidentally, its loose matches contain various other kinds of fountain as well as terms such as water spout.
Instead, a low-poly dummy object is used for display and navigation while the high-poly model remains in the backend for computation.

2.4 Images of the Zwinger

As the Zwinger in Dresden was already present at the beginning of the era of photography around 1850, a lot of historical but also contemporary images exist in various archives. The undertaken research focuses on ca. 10,000 historical images provided by the Saxon State and University Library Dresden (SLUB) and approximately 6,000 contemporary images from Wikimedia Commons. If these images have been spatially aligned to a segmented and annotated 3D model, these annotations could be automatically transferred from 3D model to image and vice versa by projection (Manuel et al., 2013). 3D models and images could complement each other (cf. Fig. 5).

Figure 5. Projection of annotations between 3D model and spatially oriented images.

A fraction of the historical images is already oriented using the workflow described in (Maiwald, 2022) and (Maiwald et al., 2023). That means that the camera orientation parameters are estimated, and the location of the original photograph is determined in a global scale. As this is not an easy task for historical photographs with large geometric and radiometric differences, the pipeline uses a combination of Vanishing Point Detection for estimation of the principal distances (Maiwald and Maas, 2021), SuperPoint (DeTone et al., 2018) for feature detection, and SuperGlue for feature matching (Sarlin et al., 2020). Additionally for historical reconstructions, it is recommended to refine all derived keypoints, camera poses, and 3D points using Pixel-Perfect Structure-from-Motion (Lindenberger et al., 2021). The resulting model of approximately 200 historical photographs is depicted in Fig. 6.

For images that cannot be oriented, three alternative ways of segmentation of building parts are proposed. The first approach uses images showing only specific building parts as query images. A convolutional neural network (CNN) based on VGG16 (Simonyan and Zisserman, 2015) searches in all provided images for these building parts and a frame is drawn around the image part that supposedly shows the respective building part of the query. For an effective search, the image is divided in smaller sub-images (Razavian et al., 2016). However, while the idea of re-using this neural network is convenient, the final bounding boxes are not congruent with the perfectly segmented building part and also sometimes the results are erroneous (Fig. 7).

Figure 7. Left side of the arrow shows the query image depicting the top of a tower. Right of the arrow are the best results for image parts found by the neural network in the archives. The right image shows a bounding box where mainly the sky is detected.

In order to achieve pixel-wise semantic segmentation, the second approach uses a residual neural network (He et al., 2016). Therefore, a ResNet50 is implemented that has been trained on contemporary images of facades using the well segmented eTRIMS Image Database with 8 classes (Korc and Forstner, 2009). As the dataset consists only of 60 images, the absolute number is enhanced using radiometric and geometric methods of augmentation. This is especially required for transformation of the contemporary data to historical facade images. As a result for most images, the sky is segmented quit well. However, pixel-perfect segmentation of windows, towers, statues, or other elements could also not be achieved using this method (Fig. 8).

Figure 8. Two examples for the segmentation of historical facade images using a ResNet50.

The third approach is at the moment at a conceptual stage and uses the recently released Segment Anything (SAM) by Meta (Kirillov et al., 2023). For comparison, a segmentation without further modifications has been performed on the same images (Fig. 9). The advantage is that SAM is not initially restricted by classes and every object is treated individually. This allows a direct visual control of the results. As already seen in the ResNet50 approach, not every window is detected by SAM.

The results of the three different strategies presented show that
there is still a need for improvement on the segmentation of historical terrestrial images. The biggest challenge is that there does not exist a training dataset that contains the very domain specific labels of relevant architectural elements, but is however needed to meet the research scenarios from art and architectural history. For this purpose and following the reasons as for the 3D model, a set of images has been manually segmented and labeled using Label Studio\(^2\), a multi-type data labeling and annotation tool with standardized output format (Fig. 10). Each annotation follows the same naming convention as for the 3D models incorporating both AAT and Wikidata ids. In the dataset, the images are provided together with a JSON file following the common COCO dataset segmentation format (Lin et al., 2015).

Figure 9. Two examples for the segmentation of historical facade images using Meta’s Segment Anything (SAM).

Figure 10. Manually annotated image of the Kronentor.

3. USE OF THE DATASET

The dataset is primarily used for implementing and testing tools to support art historical research. Currently, the database of the 4D Browser stores texts, 2D images, and 3D models as single instances with their metadata and, if available, their spatial information. Some relations are also stored, e.g., if it’s known that a building, resp. 3D model, is depicted in an image. Introducing annotations allows a more thorough description of a data entry leading, however, to a more complex database model. Hence, when adding annotations to an entry, information about the location and content of the segment as well as links to the identifiers of the vocabularies need to be stored too.

The main objective is to provide features that enable users to query similar data entities starting with an item of interest or connected annotations. There are several scenarios in art historical research when using interlinked data would be beneficial, e.g., when investigating architectural elements like a statue in a certain urban setting. In this scenario the focus and interest are on how the statue was created, what is depicted and how the piece of art was perceived or affected the surroundings. The 3D city model can be a starting point to locate the desired statue. The annotations provide the necessary connection to other data entities like images that give more information on the appearance. Even though it is already possible to use deep learning approaches to identify characters (Madhu et al., 2019), for scholars it is crucial to study textual information in order to verify assumptions about who is depicted and why. The relevance based on similarity matching offers a chance to keep search results low but still discover all relevant data. A different approach is to start with written accounts and track any mentions of relevant terms or location and though that discover connected images and even other textual resources. However started, a search for an architectural element will lead to insightful accounts on architects, clients, styles, and city history. In order to find those relevant data, an additional contextual analysis of each annotation is required that is eventually used as a base for similarity matching of the annotations and thus the data entries. Workflows on how to integrate this feature on a technical, but also user-interactive scale still need to be assessed. For example, users need to be made aware of which annotations are generated automatically in a way that is accessible without in-depth knowledge of the computational models. The text annotations require a nuanced presentation to users of the 4D Browser. Close and identical matches follow the general intuition of a regular search. The more loosely related terms, while presumably less transparent to users, generate many potential links in the dataset for users to explore.

4. CONCLUSION

During the research connected to multimodal data and their access and use for art historical research, it became evident that there have not been efforts so far to interconnect the three entities of images, texts, and 3D models to research architecture. For testing, evaluating, and verification purposes, it became obvious that a well-matched dataset is essential. The labeling of several images as well as the 3D model while ensuring to adhere to the controlled vocabulary and not miss relevant entries was a tedious undertaking. Since it was done by several different editors, quality control was crucial. The progress in AI and deep learning will hopefully lead to possibilities to automatically identify architectural objects or elements in images to the necessary extent and with the necessary reliability – ideally in the foreseeable future. Having spatially aligned images and the related 3D models will hopefully allow for an automatic segmentation of 3D model reducing human interventions to a minimum. Although the dataset is used as a test set for striving forward the development of a specific research platform, it may be of interest to researcher in other domains.

---

\(^2\) https://labelstud.io/
At the time of publication, the current dataset contains only a 3D model and images of the Kronentor of the Zwinger, Dresden. We plan to extend the dataset by 3D models and images of other building parts of the Zwinger as well as other buildings. The annotated textural resources, which are currently mainly Wikipedia articles, will be extended by art historical papers. The dataset is available at https://github.com/tudipffmg7/ArchiLabel.
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