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Abstract

Digital Terrain Models (DTMs) are essential for lunar exploration, supporting critical applications such as landing site selection,
mission planning, and in-situ resource utilization. This study presents a comprehensive reprocessing of the Kaguya Terrain Camera
(TC) dataset using the NASA Ames Stereo Pipeline to generate over 130,000 medium-resolution DTMs with nearly global lunar
coverage to ±70° . We observed significant bowing in the DTMs derived using the publicly available interior orientation and have
used a novel technique, in the planetary sciences, to re-estimate the boresight and eight-parameter distortion coefficients. We present
a jitter correction methodology to correct for vertical alignment errors in the DTMs. DTMs are aligned to the Lunar Orbiter Laser
Altimeter (LOLA) point cloud and absolute errors are mean centered to zero with a mean standard deviation of 24 meters. We
achieved horizontal accuracies inside the orthoimage resolution (mean of 30 meters per pixel) and 2—4 meters vertically. The
methods and insights gained from this large-scale processing effort establish a framework for automating DTM derivation with
other planetary data sets.

1. Introduction

Topographic data are critical enablers of science and engineer-
ing tasks in support of lunar discovery and exploration. For
example, topographic products are one of the primary drivers
for landing site selection where access to smoother, relatively
low slope surfaces near points of scientific interest are prefer-
able (Creech et al., 2022; Wu et al., 2022; Kirk et al., 2021;
Barker et al., 2021). Likewise, surface operations, navigation,
and mission planning depend upon both the topography of the
local area and products derived at least in part from topographic
data such as slope, surface roughness, and illumination maps
(e.g., Speyerer et al. (2025); Zhong et al. (2023); Mazarico et
al. (2011); Yokota et al. (2008)). Increasingly, lunar surface op-
erations are considering the availability of in-site resources to
support extended human and robotic missions. These efforts
incorporate topographic data sets in the form of Digital Terrain
Models (DTMS;Kumari et al. 2022). Alongside the need for
resources, active research is underway simulating lunar condi-
tions on equipment and future human operations (Kring et al.,
2023). Finally, there has been an explosion in high-resolution
DTM generation using shape from shading and artificial intel-
ligence approaches (e.g., Chen et al. (2024, 2022); Liu et al.
(2017); Alexandrov and Beyer (2018)). Stereoscopically de-
rived DTMs, at lower spatial resolutions, are essential inputs
and/or verification tools for newly developed and applied meth-
ods.

The Japan Aerospace EXploration Agency (JAXA) SELeno-
logical and ENgineering Explorer (SELENE) Kaguya Terrain
Camera (TC) was a mapping mission designed specifically for
the derivation of topography using stereophotogrammetry. The
mission created and released many DTM mosaics derived from
the Kaguya TC observations. There were four primary mo-
tivations to re-create a vast number of Kaguya/SELENE TC
DTMs. First, the Kaguya/SELENE data remain one of, if not
the best medium-resolution data sets captured using a system-
atic mapping orbit with near global coverage. In this work, we

define medium resolution as those data larger than the 0.5 to
1.5 meter per pixel observations collected by the Lunar Recon-
naissance Orbiter Narrow Angle Camera (LRONAC) and the
75 meter per pixel LRO Wide Angle Camera (WAC). These
medium-resolution data are critical bridges between lower spa-
tial resolution data sets including multi- and hyper-spectral data
and high-resolution visible observations (e.g., Henriksen et al.
2017). Second, while the JAXA-released DTMs are of high
quality, they are released as mosaicked tiles at a single spatial
resolution with limited data provenance information (Haruyama
et al., 2012). We sought to track per-DTM quality metrics, to
deeply understand the processing needed to derive lunar topo-
graphy such that we can provide rich quantitative and qualitat-
ive usage assessments that could be created. We also sought to
create DTMs at resolutions where we could improve the size of
the minimum resolvable feature visible in the released DTM
mosaics. Third, in 2020 the extended mission ephemerides
were updated (Goossens et al., 2020), resulting in a marked im-
provement in the on-ground position of the data. Finally, an
initial estimate of the available spatial coverage suggested that
we could increase the spatial extent of our DTMs to ±70° in
most locations.

This manuscript is organized as follows. Section 1.1 describes
the spacecraft, sensors, and source data used to generate lunar
digital terrain models. Section 1.2 identifies the major software
tools used and provides brief background on their capabilities.
Section 2 steps through the process used to generate the corpus
of DTMs and includes discussions of alignment of the DTM
to the geodetic coordinate reference frame, re-estimation of the
sensor model interior orientation, and adjustment of the exter-
ior orientation to remove latent spacecraft jitter. In Section 3
results are presented illustrating the spatial coverage, relative
accuracy when comparing overlapping DTMs, and absolute ac-
curacy when compared to the ground truth data set. Section 4
includes a discussion of the results and pertinent lessons learned
working at scale to derive lunar topography, and the manuscript
concludes with Section 5 which describes potential future ef-
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forts.

1.1 Source Data

Two data sets that provide remotely sensed topographic inform-
ation about the Moon are the Lunar Reconnaissance Orbiter
(LRO) Lunar Orbiter Laser Altimeter (LOLA) and the SEL-
enological and ENgineering Explorer (SELENE) Kaguya Ter-
rain Cameras (TC1 & TC2). The Kaguya TC sensors captured
over 220,000 individual observations in stereoscopic viewing
mode, resulting in overlapping, fore- and aft-pointing data col-
lection across two mission phases, a nominal mission starting
September 2007 and an extended mission starting November
2008 (Kato et al., 2010).

1.1.1 Kaguya/SELENE Terrain Camera: The
Kaguya/SELENE mission launched on September 14,
2007, and science operations began on October 20, 2007. The
nominal or first mission phase lasted from October 20, 2007,
until October 31, 2008. During the nominal mission phase, the
Kaguya spacecraft flew in a circular polar orbit approximately
100 km above the surface. On November 1, 2007, an extended
mission phase began. The spacecraft orbit was lowered to an
average height of 50 km above the lunar surface. On June
10, 2009, the Kaguya mission ended with the impact of the
spacecraft on the lunar surface. (Kato et al., 2010).

Throughout the mission, spacecraft exterior orientations were
collected, post-processed, and stored in NASA Jet Propulsion
Laboratory (JPL) Navigation and Ancillary Information Facil-
ity (NAIF) SPICE kernel format (Acton Jr., 1996). The SPICE
or Spacecraft, Planet, Instrument, C-matrix, and Events, ker-
nels store the interior and exterior orientation information, at
some described level of quality, for a given observation from a
mission. The U.S. and international planetary observing mis-
sions ubiquitously use SPICE data for spacecraft ephemerides,
spacecraft-to-sensor transformations, and sensor intrinsics. For
this work, we have used the JAXA-provided SPICE kernels for
the nominal mission and the improved SPICE kernels created
by (Goossens et al., 2020) for the extended mission. These im-
proved kernels generally result in more accurate a priori po-
sitioning having corrected for increased gravitational perturb-
ations, less frequent spacecraft tracking by Earth stations, and
hardware issues with the spacecraft (Goossens et al., 2020). For
this work, the most accurate input ephemerides were used.

The Kaguya Terrain Camera (TC) data were collected by a pair
of line scan sensors looking 15° fore and aft, names TC1 and
TC2. The sensors are single band operating in the 0.43 to 0.85
um wavelength and creating single band, black-and-white ob-
servations. Data for this project were collected using full (4096
pixels) and nominal (3504) pixel widths. The nominal mission
phase (not to be conflated with the sensor nominal observing
mode) collected data that were typically 35 km wide and 100
km long, at an approximately 10 meter per pixel ground sample
distance. The mission team clipped these long, slender swaths
to a uniform length for release. The extended mission phase,
with a lower orbit, results in observations closer to 30 km in
total width with a ground sample distance of 5—8 meters per
pixel. Throughout the mission, the Kaguya TC sensors imaged
over 99% of the lunar surface. The Kaguya TC sensor operated
in three modes during the mission. Of interest to this work is the
stereoscopic observing mode where the fore- and aft-pointing
sensors collected data concurrently with 30° of parallax, Figure
1. Throughout the nominal and extended missions over 220,000
stereoscopic observations were acquired ( 110,000 stereo pairs).

These data have near-global coverage in our region of interest
of ±70° where extreme solar illumination angles are less of an
issue.

Figure 1. The Kaguya TC sensors, TC1 and TC2, during the
nominal mission phase.

1.1.2 Lunar Reconnaissance Orbiter Lunar Orbiter Laser
Altimeter: While it is possible to create an internally con-
sistent, relatively controlled (Laura et al., 2018) data set using
only the Kaguya TC data, these data would effectively float,
with some error, over the currently defined geodetic coordinate
reference frame. To absolutely constrain the Kaguya TC data
to the adopted reference frame, Moon2015 Mean Earth/Polar
Axis, as defined by the International Astronomical Union (IAU;
Archinal et al. 2018), one must tie to some reference data set.
The Lunar Reconnaissance Orbiter (Tooley et al., 2010) Lunar
Orbiter Laser Altimeter (LOLA;Smith et al. 2011) instrument,
which has collected over 6.3 billion spot altimetry readings
since July 2009 provides such a data set. The LOLA instru-
ment is a multibeam laser altimeter that illuminated 5 spots on
the ground with each spot having a 5-meter diameter (assuming
nadir pointing, no surface slope, and a nominal 50-kilometer
spacecraft altitude) (Smith et al., 2011).

1.2 Software Tools

We utilized three software libraries on the United States Geolo-
gical Survey’s (USGS) Hovenweep supercomputer (Falgout et
al., n.d.) to create digital terrain models (DTMs). These librar-
ies provided data pre- and post-processing capabilities, stereo
photogrammetry capabilities, and data interoperability and dis-
covery tools.

1.2.1 Integerated Software for Imagers and Spectromet-
ers: The Integrated Software for Imagers and Spectrometers
(ISIS) software library is maintained by the USGS Astrogeo-
logy Science Center. ISIS is the premier library for planetary
data ingestion, photogrammetric control, map projection, and
interactive data analysis. We have used the ISIS ingestion tool
kaguyatc2isis to read the archived observations into an inter-
operable format and the Abstraction Library for Ephemerides
(ALE) (Mapel et al., 2019) library to generate the necessary
interior and exterior orientation for each observation. ISIS also
provides the Community Sensor Model (CSM; described below
in Section 1.2.3) for the Kaguya TC sensor.

1.2.2 NASA Ames Stereo Pipeline: The National Aero-
nautics and Space Administration (NASA) Ames Stereo
Pipeline (ASP) provides four broad categories of algorithms,
via command line tools, that support the creation of stereo
photogrammetrically derived DTMs (Beyer et al., 2018). We
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classify these as computer vision techniques, stereophotogram-
metry capabilities, point cloud manipulation and alignment al-
gorithms, and geospatial processing tools. The tools that ASP
provides for several different command line tools that can be
used to apply standard computer vision algorithms to images
and stereo pairs. The computer vision tools support interest
point detectors, image interest point correlators to find image
correspondences, and outlier detection algorithms to remove
spurious correlations. Once correlations are found, ASP can
build a photogrammetric control network (for two or more im-
ages) and perform a standard block bundle adjustment (using
the CERES solver) to achieve n-image alignment. ASP also
provides tooling to perform dense image-to-image matching
(for each pixel in the arbitrarily selected ’left’ image), epi-
polar alignment, subpixel alignment, outlier rejection, triangu-
lation, and estimation of jitter for removal. These algorithms
are the stereophotogrammetric methods needed to take two ob-
servations, with associated sensor models, and yield a three-
dimensional point cloud. Next, ASP offers an implementation
of the Iterative Closest Point (ICP) algorithm (Pomerleau et al.,
2013) via the pc align tool to apply a linear transformation (a
3D affine transformation) to align two point clouds. Finally,
necessary geospatial transformations are provided to grid point
clouds, map project results, and perform data format conver-
sions. ASP provides the majority of the processing tools used
in the completion of this work.

1.2.3 Community Sensor Model: The Community Sensor
Model (CSM; Group 2007) is a widely adopted specification
and associated application programming interface (API) that
standardizes photogrammetric operations across heterogeneous
sensor types and ephemerides sources. CSM-compliant sensor
models are used throughout this work for all photogrammetric
operations because the CSM provides programmatic access to
low-level photogrammetric functions like image-to-ground and
ground-to-image, and high interoperability across the software
libraries we used.

A functioning CSM sensor model is composed of two things
(Laura et al., 2020). First, a generic implementation, for ex-
ample, a line scan sensor, or framing sensor that implements
the CSM specification. Second, the interior and exterior orient-
ation that are associated with a given observation. The interior
and exterior orientation is encoded in either an Image Support
Data (ISD) file or a sensor state file; both contain the same in-
formation, just in different machine-readable formats. Of par-
ticular interest in this work are the sensor intrinsics, namely:
focal length, principal point offset, and the four distortion coef-
ficients that describe the Kaguya TC sensor model. Each of
these intrinsics is defined as an adjustable parameter allowing
one to use a bundle adjustment to estimate corrections.

2. Methods

Herein, we describe the process of generating Kaguya TC
DTMs with nearly global (to ±70° ) coverage. The creation
of the DTMs was an iterative process whereby an initial set was
generated and assessed for quality. This assessment discovered
systematic issues with the sensor model and we describe the
novel approach used to solve for and update the Kaguya TC
sensor model intrinsics across both sensors, observing modes,
and observing time of day. This section is organized linearly,
first describing the initial DTM derivation, then the issues dis-
covered, the methods employed to correct the issues, and fi-
nally, the full pipeline as used to generate the released DTMs.

2.1 Initial Stereophotogrammetric DTM Derivation

As described above, the ∼100-km-long-swaths are clipped into
scenes for delivery to users. Each scene, within a swath, is
4656 pixels in the along-track (north to south or south to north)
length, or 37—45 km on the ground. Metadata accompanying
each observation includes an orbit number, scene number, and
view geometry information. We first winnow the ∼220,000 and
remove observations that are 70° or more off-nadir. Next, ste-
reo pairs need to be identified. To accomplish this, we find pairs
with the same orbit number (revolution), strip number (identi-
fying which ∼100 km strip the data are in), and adjacent scene
number. Having these candidates, we finally check that the ste-
reo pair contains one observation each from TC1 and TC2 (the
fore- and aft-facing sensors). Outside the winnowing for ob-
lique observations, we do not concern ourselves with the view
geometry as the stereoscopic observing mode ensures that ob-
servations are captured with a nominal 30°parallax angle. Fur-
ther, the identification of stereo pairs by orbit number and scene
number ensures that data are collected with, at worst, very sim-
ilar solar illumination.

Each stereo pair is independently preprocessed. First, the JAXA
archived data are converted into the CUB format using the ISIS
kaguyatc2isis command and the appropriate SPICE data or eph-
emerides are attached using spiceinit. The spiceinit application
writes ephemerides as binary blobs alongside the observation
data. To create a CSM sensor model, the ALE isd generate
command line tool, that ships with ISIS, is used to extract the
observation interior and exterior orientation and write a CSM-
compliant ISD.

Next, ASP is used to perform a two-image block bundle ad-
justment. The block bundle adjustments first use the SIFT
algorithm to identify the initial image correspondences and
RANSAC to discard outliers. The adjustment is performed to
bring the images into good relative alignment before matching.
We find that performing an initial relative adjustment produces
higher quality DTMs with less noise and null value pixels than
using only the a priori exterior orientation. The result of this
step is a series of adjustments to the extrinsics of the left and
right images.

A low-resolution DTM is then generated to support the or-
thorectification of the left and right images before high-
resolution DTM generation. This step is needed to improve
the overall quality of the image matching and is a key step
in generating a high-quality DTM. The ASP parallel stereo
is then used to generate a low-resolution DTM. First, the left
and right images are tiled for parallel processing, and image
normalization is run to bring the observations into close ra-
diometric parity. Then, the SIFT algorithm is used to detect
400 interest points per tile, a normalized cross-correlation al-
gorithm is run to achieve pixel scale alignment, and RANSAC
is applied to remove outliers. Next, an affine epipolar trans-
formation is performed to bring the left and right images into
rough alignment (Beyer et al., 2018). The result of this step
is an initial disparity map that encodes the integer pixel-wise
differences between the left and right images. Subpixel align-
ment is then achieved using a Bayes expectation-maximization
(EM) weighted affine-adaptive window correlator (Broxton et
al., 2009; Nefian et al., 2009; Beyer et al., 2018). As described
by Beyer et al. (2018), the adaptive search template used by the
Bayes EM provides significantly improved subpixel correlation
in conditions with high slope or disparate view geometries. Fi-
nally, the point cloud is triangulated by computing the closest
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point intersection of the look vectors of each shared point in the
left and right images and a gridded, low-resolution DTM is gen-
erated. The point2dem tool is then used to grid the derived point
cloud to a 400-meter-per-pixel-product, with holes smaller than
50 meters filled using bicubic interpolation, and map-projected
using a DTM-centered orthographic projection.

A high-resolution DTM is generated by first orthorectifying
the left and right images using the previously created low-
resolution DTM. The process of image correspondence iden-
tification, outlier detection, subpixel refinement, and triangu-
lation is then repeated with a few small alterations. First, an
epipolar transformation is not applied to the left and right im-
ages because they are already map-projected and orthorectified.
Next, in addition to the SIFT computed image correspondences,
we also generate a set of gridded image correspondences for
later use when spacecraft jitter is solved from the exterior ori-
entation. Finally, we do not grid the point cloud to a final DTM
product. The high-resolution point cloud is only relatively ac-
curate to the lunar geoid and an alignment must be performed
for absolute alignment and subsequent accuracy assessments.

As stated above, one goal during the generation of these DTMs
was to improve upon the effective resolution of the DTMs by
decreasing the size of the minimum resolvable feature (MRF)
while controlling for the number of spurious artifacts intro-
duced. To that end, a round of parameter estimation tests
were run varying the image correlation algorithm, the kernel
sizes, the alignment methods, and the final DTM gridding res-
olution. Ultimately, block matching with the Bayes EM sub-
pixel correlator algorithm and an affine epipolar alignment in
the low-resolution DTM generation processing step were selec-
ted as providing the most consistent results. The key parameter
for Kaguya TC, particularly those data with lower illumination
angles is the use of Bayes EM subpixel alignment.

The LOLA point cloud data define the Moon2015 coordinate
reference frame (Archinal et al., 2018) and are assumed to be
ground truth. The LOLA data are freely available in the Cloud
Optimized Point Cloud (COPC) format and easily queryable
via an API to subset for spot observations in a given region of
interest. Therefore, we query LOLA in the approximate region
of each DTM, buffering the footprint by 0.1 degrees in latit-
ude and longitude to account for inaccuracies in the exterior
orientation. The ASP pc align tool is then used iteratively to
compute the transformation from the sparse LOLA point cloud,
Figure 2 for an example of the data, to the dense DTM that
has been generated. pc align using an iterative closest point al-
gorithm to compute the 3D affine transformation between two
point clouds. We run this algorithm up to three times on each
DTM, first with an initial guess of the threshold beyond which
outliers should be removed. If that threshold is too small, as
reported by the tool, we re-run the initial gross alignment para-
metrizing using the tool’s reported error threshold. After gross
alignment, we then use the non-ICP Fast Global Registration
algorithm to apply small adjustments. The results are an affine
transformation, and an inverse transformation, usable to align
the DTM with LOLA.

The aligned point cloud is then post-processed to extract a grid-
ded DTM, the exterior orientation stored in the left and right
image CSM state files are updated using the DTM to LOLA
3D affine transformation, and accuracy metrics are computed.
To grid the DTMs, we make use of the standard convention
whereby final DTM post spacing is computed by multiplying
the largest input ground sample distance of the stereo pair by

Figure 2. LOLA tracks in a ∼60 kilometer wide region of
interest at the equator. Gaps as large as 4 kilometers can be

measured. The LOLA point cloud provides the ground truth to
which all derived DTMs are aligned.

three (Kirk et al., 2021). While this general rule is not perfect,
it does provide a widely adopted guideline that we have opted
to use.

2.1.1 Initial Results: A large number of DTMs, spatially
distributed across the lunar surface, were then generated. For
each stereo pair a DTM, left-orthoimage, stereo pair intersec-
tion error raster, and summary error statistics text file were
available for quality analysis. Significant bowing in overlap-
ping DTMs was observed. In Figure 3, the offsets between the
LOLA point cloud and the stereo photogrammetrically derived
point cloud are shown. Significant and systematic ”U” shapes
bowing is present in every DTM.

Figure 3. Each point represents a delta between a
stereoscopically derived DTM and the ground truth LOLA point

cloud. These two rows, each with four DTMs are visible with
the center of each DTM generally being defined by a dark brown

stripe of points, where the topography is underestimated by
approximately 20 meters and the edges are defined by dark

green sets of points where the topography is overestimated by
approximately 20 meters. Each DTM exhibits a pronounced ”U”

shaped bowing.

2.1.2 Solving for Updated Intrinsics: Using the results
above, we hypothesized that errors in the interior orientation,
particularly that the eight parameters (4 x-coefficients and 4 y-
coefficients) tangential distortion model and the boresight were

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLVIII-M-6-2025 
ISPRS, EARSeL & DGPF Joint Istanbul Workshop “Topographic Mapping from Space” dedicated to Dr. Karsten Jacobsen’s 80th Birthday 

29–31 January 2025, Istanbul, Türkiye

This contribution has been peer-reviewed. 
https://doi.org/10.5194/isprs-archives-XLVIII-M-6-2025-197-2025 | © Author(s) 2025. CC BY 4.0 License.

 
200



causing the observed bowing effect. Good horizontal alignment
was observed between overlapping DTMs strengthening the as-
sessment that systematic errors in the exterior orientation were
not the cause. Additionally, systematic errors in the intersection
error raster, generated during triangulation, were observed. Fi-
nally, after re-estimating the interior orientation for a single ob-
serving mode and time of day we noted that the observed errors
were corrected in only a subset of the data. We determined that
the interior orientation needed to be re-estimated for data with
different observation modes (e.g., nominal or full swath width)
and data acquisition times of day (e.g., morning or evening).

A five-step process was applied to re-estimate the interior ori-
entation. First, 10 stereo pairs were selected with the same
swath width, the same illumination or acquisition time, and
the left image being acquired by TC1 and the right image by
TC2. Each stereo pair had approximately 30% or more over-
lapping areas with adjacent stereo pairs in our test set. Next,
dense interest points were detected along a regular grid, and a
block bundle adjustment was performed on all twenty of the
input images with the interior orientation fixed. This brought
all of the observations into relative alignment with one another
by updating their exterior orientations. Third, the computed re-
projection errors were observed across all stereo pairs to ensure
that the magnitudes were low and that no systematic spatial ef-
fects along image edges were observable. Topography-induced
reprojection errors were still evident, but these did not impact
our final results as they are random concerning the observation
coverage. Fourth, ten independent DTMs were created using
the previously described stereo triangulation and gridding tech-
niques. These DTMs were created at the 10-meter per-pixel im-
age resolution. The DTMs were manually inspected for inter-
and intra-DTM quality and compared to the LOLA point cloud.
The highest achievable accuracy was important in this step. Fi-
nally, a bundle adjustment was performed using the previously
computed dense interest points, the previously updated sensor
extrinsics that brought the 20 images into relative alignment.
The height of each point, using the adjustment, was extracted
from the high-fidelity DTM created in the previous step. Error
in the extrinsics is attenuated by using the updated exterior ori-
entation and heights from the high-fidelity DTM computed in
the previous step. Effectively, the exterior orientation is highly
accurate and the exterior orientation is allowed to vary.

The interior orientation has been re-estimated for the TC1 and
TC2 sensors for the following observing modes and conditions:
(1) full swatch width, (2) nominal swatch width morning, and
(3) nominal swath width evening. Testing demonstrated that
the same interior orientation values were for usable for both
morning and evening full swath width observations.

2.1.3 Latent Spacecraft Jitter: Spacecraft jitter is caused
by high-frequency errors in the exterior orientation and mani-
fests as systematic distortions or ripples, perpendicular to the
data acquisition path. These errors are most prominent in tri-
angulation error raster or derived hillshade. Figure 4 shows the
intersection error before and after updating the sensor’s interior
orientation. One can see the systematic red (high error) and
blue (low error) striping perpendicular to the data acquisition
path. The elliptical shape in the before images is a combination
of error in the interior orientation and latent spacecraft perturb-
ation. After updating the interior orientation, one sees that the
error is now rectangular in shape and attributable primarily to
spacecraft jitter.

The final processing step involved solving for spacecraft jitter

Figure 4. Observed triangulation error for two DTMs (columns)
where the first row uses uncorrected interior orientation and has
a clearly visible elliptical error pattern (red) and the second row

uses the corrected interior orientation and shows latent,
uncorrected spacecraft jitter (reds to blues). The black areas

have no data values. Color bar units are meters.

by adjusting each position and orientation in the exterior ori-
entation to a known ground, (e.g., LOLA). First, the LOLA
point cloud used for alignment was gridded to a 25-meter-per-
pixel product. This is a significant oversampling from what one
would use for a science product but is appropriate as a ground
constraint for this work. Next, the ASP jitter solve was run to
solve for spacecraft jitter. Jitter correction is formulated as an
optimization problem. For this work, the interior orientation
is constrained such that little variability is allowed. This is be-
cause spacecraft intrinsics have already been solved and the im-
ages exhibit good alignment. The tool constrains the intersected
points from each input image to the provided lower-resolution
DTM, in this case, LOLA. We know that the generated DTMs
are in good horizontal and vertical alignment because of the
previous processing steps. Therefore, we set a 10-meter uncer-
tainty on the intersected heights. Figure 5 illustrates the trian-
gulation error before (left) and after (right) correction. We note
that not all data can be successfully jitter-corrected, but most
can.

2.1.4 Pipeline with Corrected Intrinsics: The full data set
was then processed using the above pipeline. We note that as
of the time of writing, we are re-processing DTMs with the ad-
ded spacecraft jitter correction step and expect to have those
released in early 2025. To recap the process. We first pre-
process the data using ISIS and modify the interior orientation
to use the distortion coefficients and boresight that we com-
puted for this work. We then generate both low- and high-
resolution point clouds using ASP. The high-resolution point
cloud is then aligned to LOLA using the ICP and FGR al-
gorithms. A spacecraft jittering correction step is then run to
attempt to correct for any latent spacecraft movement during
image acquisition. Finally, a gridded DTM is created, accuracy
metrics are computed, and ancillary data products are staged for
release as analysis-ready data.

3. Results

In total, 130,799 Kaguya TC DTMs were created and released
using the above-described pipeline. At the time of writing, only
a handful have undergone the final, jitter correction step; pro-
cessing is ongoing pending the availability of computing re-
sources. The released DTMs provide almost complete cover-
age in the study ±70° study area. Figure 6 illustrates both the
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Figure 5. (a) Hillshade generated without spacecraft jitter
correction. High-frequency, across-track errors are visible. (b)
Hillsahde generated after jitter correction showing significantly
reduced high frequency, across track artifacts. (c) Before (left)

and after (right) triangulation errors show a near-total correction
of the latent spacecraft jitter. Color bar units are meters.

coverage and the final achieved spatial resolutions. The spa-
tial autocorrelation in the resolutions, visible as curved bands
across the surface, and the clustering of lower resolution DTMs
poleward are expected as they mirror the orbital characteristics
of the spacecraft. We also note that the region centered around
-170° longitude, -55° latitude is particularly sparse with much
of the nominal mission data in that region failing to process.

Figure 6. A total of 130,799 DTMs spanning -180° to 180° ,
shaded based on final product resolution. A 30° by 30° graticule

overlays the data. The base map is the SLDEM2015 product
created by Barker et al. 2021 using the JAXA-derived Kaguya

TC DTMs.

A goal of this work was to achieve the smallest possible min-
imum resolvable feature, using stereophotogrammetric tech-
niques. In Figure 7 we report the distribution of ground sample
distances for the final DTMs. The highest resolution DTM re-
leased has a GSD of just over 7 meters per pixel. The mean
resolution for all DTMs is 32 meters per pixel and the highest
resolution DTM is 90 meters per pixel. Visual inspection of
the input images and derived hillshades shows that features on
the order of 3—5 pixels are resolvable. Therefore, across all
DTMs, we can resolve features between 21 and 270 meters in
diameter (measuring primarily craters). We believe that fur-
ther improvements will require using different processing tech-
niques such as shape-from-shading (e.g., Alexandrov and Beyer
(2018)). Given that the bulk of the input were collected during
the nominal mission with an average 10 meter per pixel GSD,
the final 30 meter per pixel DTM GSD is as expected.

Figure 7. A histogram showing the ground sample distribution
of the generated DTMs using ∼4 meter bin widths.

Figure 8 shows a merge of over 120 DTMs over an arbitrar-
ily selected region of interest. All DTMs share the same color
ramp. Inter-DTM vertical alignment varies spatially. Measure-
ments away from the absolute edges of any pair or trio of DTMs
show sub-meter vertical errors. Measurements at the edges of
one DTM show errors on the order of 4 to 6 meters vertically
which is a significant improvement over the previously meas-
ured 20 meter vertical errors. We attribute these edge effects to
latent errors in the interior orientation and residual spacecraft
jitter that have not been accounted for. A comparison of the
hillshade and orthoimages horizontally is described below.

Figure 9 shows the final offsets between LOLA, the ground
truth, and the Kaguya TC-derived DTMs. We see that the sys-
tematic, across-track errors present in Figure 3 have been re-
moved and that the error is generally randomly distributed, save
some latent spatially autocorrelated errors that align with lunar
topography (e.g., in the northeastern pair of DTMs). This is
due to under or overestimation of the topography in the ste-
reo matcher and is attributable to more challenging illumina-
tion conditions. Globally, pc align has worked as expected and
the mean, per-DTM vertical offset to LOLA is mean centered
to effectively zero (0.11 observed, n=130.799, no outlier DTMs
removed). More informative, at the 99.5% interval, we report a
mean standard deviation of 4.3 meters to LOLA, indicating that
these DTMs have achieved global vertical alignment inside the
anticipated error budget.

Errors in the sensor extrinsics translate directly to errors in the
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Figure 8. Over 120 DTMs with matched color ramps illustrating
visual vertical consistency.

Figure 9. Observed per-point offsets between the LOLA ground
truth point cloud and the final, non-jitter corrected DTMs. Dark
browns are positive 4-meter errors and dark greens are negative

4-meter errors (class breaks are standard deviations from the
zero mean.)

absolute positioning of the final DTM products. Figure 10
presents the North, East, and Down adjustments to each DTM
applied by pc align to minimize the error between our derived
point cloud and the LOLA point cloud. We see the majority
of the adjustment occurring along-track, in the north direction
with a median adjustment of just over 250 meters and a mean
adjustment of 138 meters. The across-track shifts are signific-
antly lower with a mean adjustment of -38 meters and a median
adjustment of zero. Finally, in the z-direction, the mean ad-
justment is 16 meters and the median is 20 meters. The mean
and median magnitude of adjustment, aligning the derived point
clouds with LOLA is 325 meters. When coupled with the ob-
served adjustment standard deviations in each dimension, 253,
187, and 21 meters respectively, the DTMs appear, at least nu-
merically to be consistently adjusting to LOLA.

To test our assessment that the point cloud adjustments to
LOLA, while independently applied, resulted in a consistent ad-
justment, an orthomosaic was generated. Figure 11 shows the
result of this test in one region of interest. Here 67 individually
aligned orthoimages were mosaicked, taking the average pixel
value for each grid cell. Using this averaging approach, one ex-
pects to see blur or softness where two or more images are out
of alignment. Here, we see good inter-orthoimage alignment
which we extrapolate to be indicative of good horizontal DTM
alignment. Coupled with the vertical accuracy results presen-

Figure 10. These boxplots show the North-East-Down shift
magnitudes for 99.5% of the generated DTMs. The remaining
DTMs are assessed to have erroneous shifts and are discarded.
Median lines are solid green and mean lines are dashed green.

ted above, we are confident that these DTMs are both internally
consistent and in the best possible horizontal and vertical align-
ment to LOLA.

Figure 11. A mosaic was created using the average of each pixel
from 67 overlapping orthoimages. We see subpixel registration

between the orthoimages. Mosaic is shown over a hillshade
derived from the 60-meter per pixel SLDEM2015 product

Barker et al. (2016).

4. Discussion

The results presented demonstrate that we have achieved the
goals that we set out to accomplish. First, we have created and
publicly released over 130,000 individual stereo photogram-
metrically derived DTMs using the Kaguya TC stereoscopic
data. Each DTM released includes a provenance file that tracks
all processing, from ingestion into ISIS through processing us-
ing ASP. These provenance files ensure the reproducibility of
this work and allow users to use our DTMs with confidence.
Second, the corpus of DTMs released includes a sizable num-
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ber generated from extended mission data. Those data, in gen-
eral, have a smaller GSD because of the lower spacecraft orbit,
Figure 7, resulting in smaller post-spacing in the final derived
DTMs. In addition to the goals we had when initiating this
work, we also identified and corrected errors in the intrinsics,
errors caused by spacecraft jitter, and latent errors in alignment
to LOLA caused by previously uncorrected errors in the extrins-
ics.

The vertical and horizontal accuracy of these data makes them
a key bridge product, usable to connect the highest resolution
lunar data to LOLA, the coordinate reference frame proxy. In
instances where high-resolution data are directly tied to LOLA,
these Kaguya TC DTMs are also quite valuable, as they are
easily mosaickable and usable for investigations requiring lar-
ger spatial extents (e.g., large feature AI/ML training, geologic
mapping, large-scale change detection).

In addition, we find that automated DTM generation at this
scale is possible assuming several considerations are met. First,
systematic processing of a subset of the data is a necessity be-
fore any large-scale processing can occur. One must ensure that
the sample data from multiple spatially distributed and repres-
entative regions of interest are selected. These data must span
the mission and account for any known temporal differences in
data quality (e.g. when a star tracker stopped functioning and
position inaccuracies are increased). These data must also span
the observing modes and conditions under which data were col-
lected. Without testing morning- and evening-observing times
as well as nominal- and full-swath width data, we may not have
identified the systematic errors in the intrinsics before large-
scale processing.

While this seems intuitive after performing this work, it is
important to remind oneself that good horizontal alignment
between overlapping observations is not adequate to rule out
systematic errors in the interior orientation. In this work, we ob-
served both good inter-image alignment at resolution and sys-
tematic 20-meter vertical errors across DTMs. Therefore, we
suggest that, when possible, planetary sensor model developers
consider the generation of DTMs as an essential validation and
verification step.

Next, the ICP algorithm implemented by the ASP pc align tool
is essential in aligning DTMs to LOLA, the accepted ground
truth. One must use caution with this tool and diligently in-
spect the ancillary reporting files created by ASP. We see that
pc align does a terrific job mean centering the overall DTM er-
ror around zero. The descriptive statistics provided by ASP,
via geodiff are then one quickly accessible indication of the
overall quality. A visual inspection of the per-point differences
between the derived DTM and LOLA is essential to ensure that
a mean zero error DTM is not suffering from systematic across-
track errors, or long- or short-wavelength along-track errors.

We were surprised to find that at times, latent spacecraft jitter
can be hard to distinguish from errors in the sensor model in-
trinsics. For example, we attempted to solve for the interior ori-
entation for the full swatch width morning data and observed no
improvement in the vertical accuracy to LOLA. For this reason,
the same interior orientation is used for all full swath width
data, Section 2.1.2. For those data, only the correction for latent
spacecraft removed the systematic observed errors.

Finally, this work demonstrates the need to develop a robust set
of quality assurance criteria that can be universally applied to

planetary DTMs where in-site accuracy assessments are largely
impossible. These techniques need to support the assessment
of the data for local inaccuracies and blunders, long and short
wavelength errors due to spacecraft jitter and other effects, and
qualitative assessments that capture the relative connectedness
or topology of valid data.

5. Future Work

There are several promising avenues for future work. First, we
are currently working to fill any remaining holes, data permit-
ting, in the ±70° region of interest. To achieve adequate cov-
erage we will have to be less stringent in our DTM selection
criteria and vary parameterization for data with starker illumin-
ations. Next, as seen in Figure 11, it is possible to take the
DTM orthoimages and create regional orthomosaics. It is also
possible to expand that process to create a globally contiguous
orthomosaic. We believe that a mean of 30 meters per pixel
is the most appropriate scale, balancing some supersampling
at the higher latitudes with downsampling at the mid-latitudes.
This product would be terrific for geologic mapping at certain
scales and as a base map for context and interactive visualiza-
tions. We note that all of the orthoimages are currently available
and that regional mosaics can be rapidly created today using
one’s GIS of choice. Third, we are working to take the updated
sensor ephemerides and create an at-resolution image mosaic.
Each DTM is aligned to LOLA and we demonstrate good inter-
DTM alignment in this work. As part of the alignment, we have
created updated exterior orientation files for each left and right
observation in the stereo pair. Therefore, we have effectively
controlled each input image to LOLA. We estimate that the ac-
curacy of that alignment is inside of an orthoimage pixel, or
approximately 30 meters. Initial tests have demonstrated that
it is possible to use the updated ephemerides, a network of im-
age correspondences, and a standard block bundle adjustment
to further adjust the observations to bring them into subpixel
alignment. This adjustment can be constrained to maintain the
absolute alignment to LOLA and results in at-resolution inter-
image alignment. More work is required here to build the many
image control networks needed to globally apply this process.
Fourth, we will be releasing a merged body-centered body-fixed
point cloud merging all of the triangulated points from each
DTM. We anticipate that this product will allow users to make
their determination about appropriate grid spacing if and when
they need to convert from a point cloud to a gridded product.
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