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ABSTRACT: 

 

Image registration is a fundamental in remote sensing applications such as inter-calibration and image fusion. Compared to other 

multi sensor image registration problems such as optical-to-IR, the registration for SAR and optical images has its specials. Firstly, 

the radiometric and geometric characteristics are different between SAR and optical images. Secondly, the feature extraction 

methods are heavily suffered with the speckle in SAR images. Thirdly, the structural information is more useful than the point 

features such as corners. In this work, we proposed a novel Gaussian Mixture Model (GMM) based Optical-to-SAR image 

registration algorithm. The feature of line support region (LSR) is used to describe the structural information and the orientation 

attributes are added into the GMM to avoid Expectation Maximization (EM) algorithm falling into local extremum in feature sets 

matching phase. Through the experiments it proves that our algorithm is very robust for optical-to- SAR image registration problem. 
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1. INTRODUCTION 

In many image processing applications it is necessary to 

compare multiple images of the same scene acquired by 

different sensors such as inter-calibration of multi sensors and 

image fusions. But because of the differences of radiometric and 

geometric characteristics, registration becomes more difficult 

and complex, especially for SAR and optical images.  

Many works have been down about optical-to-SAR image 

registration problem. According to the method reviewed in the 

literature [1], the registration methods can be divided into two 

classes; intensity-based method and feature-based method. The 

methods based on image intensity directly are not suitable for 

optical-to-SAR image registration because of the noteworthy 

differences of intensity characteristics between optical and SAR 

images. Mutual information (MI) is a state-of-art method in 

multi sensor image registration. Original MI algorithm is an 

intensity-based method and has a big shortcoming in 

incorporating spatial information. Some improved methods 

incorporated spatial information such as gradient magnitude, 

gradient orientation and histogram combined edge orientation 

with intensity have been proposed and used for multi sensor 

image registration[2][3][4][5][6]. A mutual information method 

is proposed for TerraSAR-X and Ikonos images registration in 

Urban Areas [7]. Pluim has done a good survey on multi-model 

image registration based on mutual information [8]. Mahmudul 

extends an information theoretic measure called the cross-

cumulative residual entropy (CCRE) for optical-to-SAR image 

registration [10]. A similarity metric and a classification method 

are used to improve the metric registration in [11]. Compared to 

intensity-based methods, the feature-based approaches are more 

flexible, this is because that the information used in matching is 

basically the structural information in the images [9] [12]. A 

new Gaussian Mixture Model based multi-model image 

registration method is proposed in [13], but only the spatial 

information is used in the model. Features such as edge and 

contour are more suitable for describing structure than the 

intensity values. However, the feature-based approaches are 

often suffered from three aspects: first, the extraction of the 

complex features like line segment or unique shape are not 

reliable; second, the matching procedure are often corrupted by 

the change of the structures and noise in the images. Especially 

for the optical-to-SAR image registration, the feature extraction 

and matching is a more complex and difficult problem because 

of the speckle in SAR images.  

In this work, we proposed a novel Gaussian Mixture Model 

(GMM) based Optical-to-SAR image registration algorithm. 

The feature of line support region (LSR) is proposed to describe 

the structural information and an improved Gaussian Mixture 

Model incorporated both spatial coordinates and gradient 

orientation information is used for feature point sets registration 

in the feature matching phase. LSR is a feature point set 

grouped by similar edge orientation. GMM is a probabilistic 

model easy to consider the existence of outliers, noises and 

missing points. The parameters are estimated through 

maximizing the posterior probability with EM algorithm. 

The rest of the paper is organized as follows. In section 2, the 

feature extraction algorithm of line support region (LSR) is 

given. In section 3, we first formulate the basis GMM point set 

registration framework, and then give a derivation of attribute-

strengthened GMM framework in detail when other attributes 

are added into. In the last of this section, the orientation-

strengthened GMM framework used for Optical to SAR image 

registration is introduced. The experiments are discussed in 

section 4. Section 5 concludes that our method is useful and 

robust for Optical-to-SAR image registration. 
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2. LSR EXTRACTION 

LSR is originally the semi-finished product of the phase-based 

line segment extraction, and is more stable than line features. 

We use the phase-based line extraction frame as the basic frame 

for the extraction of LSR [14]. The frame groups the connected 

edge points that have similar edge orientation. Figure 1 

illustrates the basic idea with a gray level image (Figure 1. (a)). 

Two steps are involved: 

(1) Detect the edge points and calculate their orientation (Figure 

1. (b)). The edge orientation is quantified into several 

orientations, for instance, 8 orientations. The non-edge pixels 

are signed as background. 

(2) Group the edge points. Connected edge points that have the 

same orientation are grouped into the same set (Figure 1. (c)), 

and the set is called a line support region (LSR).  If it is to 

extract the line segments in the image, then every LSR can be 

used as a sample set to fit a line segment (Figure 1. (d)). 

 

                   
(a)                         (b)                       (c)                  (d) 

 

Figure 1.  Phase-based LSR extraction. (a) Original image. (b) 

Edge phase. (c) Phase-based grouping. (d) LSR and lines. 

 

The grouping step can be described as the classical image-

labelling problem: mark the connected equivalent pixels with 

the same labels and the disconnected sets are marked with 

different labels. In this case the “equivalent” means same in 

quantified edge orientation. What is need to consider is that in 

this case the qualification of the orientation may cause serious 

break of the LSRs, and this can be solved with the overlapping 

method [14]. In order to filter out the scrappy structures, an 

individual LSR must cover enough pixels; otherwise it will be 

sign as background. 

LSR has several merits: first, it reflects the structures and it is 

more stable than line feature or shape feature; second, the 

qualified edge orientation signed inside LSR is not sensitive to 

the noise. 

 

 

3. GMM PROBABILISTIC FRAMEWORK FOR 

FEATURE POINT SETS REGISTRATION 

3.1 GMM Point Sets Registration Framework 

In the Gaussian Mixture Model point set framework [15][18], 

the two point sets are related by GMM probability density 

function, that is to say one point set represents the Gaussian 

Mixture Model (GMM) centroids and the other one represents 

the observed points. Throughout the paper we use the following 

notations: 

 D - dimension of the point set; 

 N,M - number of the points in the point sets; 

 XN*D=(x1,…xN)T - the first point set (the observed 

points); 

 YM*D=(y1,…yM)T  - the second point set (the GMM 

centroids); 

 T(Y,θ) - Transformation T applied to Y, where θ is a 

set of the transformation parameters; 

 I- identity matrix; 

 1- column vector of all ones; 

 d(a) - diagonal matrix formed from the vector a; 

In the framework, the GMM probability density function is 
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Without prior information each component has the same weight 

and each Gaussian is spherical i.e. the covariance is 

proportional to identity matrix. Here all components (m=1 … M) 

of GMM use equal isotropic covariance σ2 and equal member 

ship probabilities P(m)=1/M. The noise and outliers are also 

considered as an additional uniform distribution P(x|M+1)=1/N. 

Denoting the weight of the uniform distribution as w, 0≦w≦1, 

the mixture model takes the form  

 

 

 

1

1 1
( ) (1 ) ( | )

M

m

p x w w p x m
N M

     (3) 

 

 

Our point set registration framework is based on the 

Myronenko’s work [15]. Core to his method (called CPD) is 

force GMM centroid to move coherently as a group, which 

preserves the topological structure of the point sets and then can 

get a closed form solution to the maximization step of the EM 

algorithm for a general multi-dimensional case. The 

transformation parameters are estimated by maximizing the 

likelihood or equivalently by minimizing the negative log-

likelihood function. The correspondence probability between 

two points ym and xn is the posterior probability of the GMM 

centroid given the data point: 
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But what we should be concerned is that EM algorithm always 

requires a good initialization and is easy to fall into local 

extreme during the optimization process. In order to relax the 

requirements of good initialization and avoid getting a local 

solution, here we propose an Attribute-strengthened CPD 

algorithm in which the gradient orientation attributes are added 

into the Gaussian Mixture Model framework and can also get a 

global closed form solution using methodology of the CPD 

algorithm. 

 

3.2 Attribute-Strengthened GMM Framework 

Myronenko’s work [15] based on Gaussian Mixture Model and 

EM algorithm only considers spatial localization information, 

and it easily falls into local extreme. In the first part of this 

section, we give a detailed formulation of the general 

framework about how the attributes are incorporated into the 

Gaussian Mixture Model framework and how we can get the 

closed form solution to the EM optimization method. In the 
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next part of this section, we will introduce our method that both 

spatial localization information and gradient orientation 

information are incorporated into for optical-to-SAR image 

registration. 

 

3.2.1 The general framework 

First we only consider the point sets including two independent 

attributes which have the same weight for point sets registration 

and it is easy to generalize to multi attributes case. Define the 

following notations: 

 a b - independent attributes; 

 D1, D2 – dimension of attribute a and b respectively; 

 xn=[an1,…anD1, bn1,…bnD2]=[an
T, bn

T]T - one element 

in point set X; 

 ym=[am1,…amD1,bm1,…bmD2]=[am
T, bm

T]T - one element 

in point set Y; 

Now we can define a new transformation formulation between 

the two point sets with two independent attributes as the 

following form: 
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where B1(D1*D1) is a transformation matrix and t1(D1*1) is a 

translation vector between an(D1*1) and am(D1*1). So does it for B2 

and t2. Substitute the equation (5) into the norm ||xn-T(ym,θ)||2, 

and it can be rewrite as 
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It can also be rewrite as the following form 
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Now we can find that when there has two independent attributes, 

the displacement of two points coming from different point set 

is the sum of displacements of two corresponding attributes. 

Equation 7 is used to substitute the counterpart in the posterior 

probabilities of GMM components P(m|xn) and the EM 

objective function Q. They now can be rewrite as 
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Now we can find it is the same form as the counterpart in the 

paper [15]. So we can get the closed form solution for Gaussian 

Mixture Model with two independent attributes too. For 

simplicity, we use deterministic annealing on it. We should 

notice that the transformation parameters B1 and t1 are 

independent of transformation parameters B2 and t2. All 

transformation parameters can be obtained through the 

methodology in the paper [15]. During the iteration of EM 

algorithm, we should re-parameterize all attributes using the 

new transformation parameters. The framework discussed above 

is easily generalized to three or more independent attributes and 

is useful for both rigid and non-rigid point set registration. 

 

3.2.2 Orientation-strengthened GMM framework 

In the context of Optical to SAR image registration, we propose 

an orientation-strengthened GMM algorithm for LSR feature 

sets registration. The two attributes used are spatial localization 

information and gradient orientation information. Because of 

different imaging mechanisms, the radiometric and geometric 

characteristics are different between SAR and optical images, 

the attributes based on gradient magnitude is not stable because 

of the speckle in SAR images. But gradient orientation 

information is a reflection of image structures and more stable 

than other attributes such as gradient magnitude information. 

Inherently gradient orientation is not completely independent of 

the spatial localization. But in this paper we assume that these 

two attributes are completely independent and through the 

experiments it proves that this relaxation is useful. Here we 

denote the spatial coordinates as attribute a (a 2*1 vector) and 

gradient orientation as attribute b (a 1*1 vector). That is to say 

that D1=2, D2=1. 

The transformation matrix B1 and the translation vector t1 are 

the spatial transformation between two images. B1 could be a 

rigid transformation matrix or affine transformation matrix. But 

in our method we assume that the transformation between 

optical and SAR images is rigid, and this hypothesis is suitable 

when the two remote sensing images has been systematically 

corrected. The transformation of gradient orientation between 

two remote sensing images according this hypothesis is only a 

translation, and the transformation matrix B2 must be an identity 

matrix. During the every iteration of EM algorithm, the centroid 

of GMM must be re-parameterized for both attributes to 

preserve the topological structure of the point sets. Through the 

experiments we find our method is more robust than original 

author’s work and not easy to fall into local minimum. 

Compared to original algorithm the computation time is almost 

the same. 

 

 

4. EXPERIMENT RESULT 

We show the performance of our method on real optical and 

SAR image data. The stopping conditions for iterative process 

and initial value of w are the same as original value in the 

Myronenko’s work[15]. The starting value σ2 is 1 and gradually 

annealed with σ2=0.93. All images have been preprocessed and 

all feature point sets are preprocessed to have zero mean and 

unit variance. 

The experiments focus on the robustness of our modified 

framework than original CPD algorithm. The validity of the 

LSR in the optical to SAR image registration is demonstrated 

indirectly through the performance of registration results. 

For the first experiment, we use a pair of optical and SAR 

images with relative simple structures. From Figure 2, we can 

International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XXXIX-B1, 2012 
XXII ISPRS Congress, 25 August – 01 September 2012, Melbourne, Australia

181



 

find LSR features can represent the main structures of the image 

for both optical and SAR images. Compared Figure 3 (a) to 

Figure 3 (b), we can find that only using the spatial information 

is easy to fall into local extreme, but when the other attributes 

are added our algorithm will be more robust and not easy to fall 

into local extreme. For the second experiment (Figure 4, Figure 

5), we use a pair of optical and SAR images with relative 

complex structures, and our method is also useful. The third 

experiment is given in Figure 6 and Figure 7. 

 
Figure 2. LSR extraction 

(a) Optical image. (b) SAR image. (c) LSR of optical image. (d) 

LSR of SAR image. 

 

 

 
Figure 3 registration result 

(a) Point set registration result of our method. (b) Point set 

registration result of CPD.(c) Image registration result of our 

method. (d) Image registration result of CPD. 

 
Figure 4 LSR extraction 

(a) Optical image. (b) SAR image. (c). LSR of optical image (d) 

LSR of SAR image. 

 
Figure 5 registration result 

(a) Point set registration result of our method. (b) Point set 

registration result of CPD.(c) Image registration result of our 

method. (d) Image registration result of CPD. 

 
Figure 6 registration result 

(a) Optical image. (b). LSR of optical image (c) SAR image. (d) 

LSR of SAR image. 
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Figure 7 registration result 

(a) Point set registration result of our method. (b) Point set 

registration result of CPD.(c) Image registration result of our 

method. (d) Image registration result of CPD. 

 

 

5. CONCLUSION 

In this paper, we proposed a novel Optical-to-SAR image 

registration algorithm based on LSR feature and Gaussian 

Mixture Model. LSR is a promising feature that can well 

describe the structures in both high resolution optical images 

and the SAR images with heavy noise. Gaussian Mixture Model 

is a robust statistic model for optical-to-SAR image registration. 

Proposed attributes added into GMM model can improve the 

robustness obviously when using the EM algorithm to estimate 

the transformation parameters. The orientation attribute is used 

and a corresponding model is given in the method but it is only 

suitable for rigid transformation. We can consider adding other 

attributes and suitable models for both rigid and non-rigid 

transformations. The proposed algorithm can also be used in 

inter-calibration of the optical and SAR sensors and other 

applications. 
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