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ABSTRACT:

Launched on 2011, December 16th by the second Soperated in French Guiana, PLEIADES-HR acquiredfifit high
resolution images 3 days after. The PLEIADES pnogia a space Earth Observation system led by tkachr Space Agency
(CNES), it provides the first european high resolutsatellite which will simultaneously acquire imrehromatic and Multi-
Spectral modes 20 km wide images with a 70 cm mradolution.

Imaging capabilities have been highly optimizeaider to acquire, in the same pass, along-trackais, stereo pairs and triplets,
and multi-targets. Ground segment processes aut@aiatdata to ensure operational requirements quidk access to images for
the users. Since ground processing capabilitieg fh@en taken into account very early in the missiemelopment, it has been
possible to relax some costly on-board componeagsirements, in order to achieve a cost effectivdaard/ground compromise.
Starting from the PLEIADES system and on board atteristics, this paper first presents an ovenaéground segment functional
breakdown. Then it focuses more precisely on tffferdnt levels of products and associated procgssarformances. Finally the
paper shows how appropriate ground processingregsédlowed CNES Image Quality team to assess radimmand geometric
performances during the 6 first months of PLEIADES

1. INTRODUCTION TO PLEIADES-HR SYSTEM
The first PLEIADES satellite was launched from Kaowr
Monitoring human activities and earth resourcesiade access (French Guiana) 1% December 2012 and has successfully
to more and more detailed information. In this feam passed the In-Orbit Commissioning Phase (Lebegu?)20
PLEIADES system will consist of 2 optical sateliitevith an
improved submetric resolution of 0.7m comparedhe 2.5  First, this paper offers an overview of the saellmain
meters of SPOT 5 images. characteristics and on-board processing chain. temground
processing centers are presented, focusing on nhegel
Moreover, even though Pleiades swath only coverk0at  processing chain. Finally, the main system produate
nadir, the satellites high agility allows to acguin the same detailed.
pass a mosaic of images covering a larger area tup
120km*120km), or stereoscopic images of 300 km long 2. PLEIADES SATELLITE CHARACTERISTICS
The constellation of 2 identical satellites alsmvides very-
high-resolution data products in short time ancersffa daily 2.1 Detectors and focal plane
revisit to any point on the globe with an acquisiticapability
of up to 450 images per day and per satellite (deng Thinned TDI detectors of 6000 pixels are used fghromatic
20x20km? images). detection (PAN), with typically 15 integration liseThey can
be optimally used thanks to an adequate guidanmegegy of
the satellite line of sight, including micro-vibias levels
minimization and specific geometrical accommodatiof
detector lines in the focal plane to minimize ogtidistortion
effects.

The multi-spectral detection (XS) is realized bytedéors of
1500 pixels each. Each detector consists of fogslassembly,
enabling four colors imaging (blue, green, red rretared).
The focal plane is then constituted by two symroatri
arrangements of detectors. To acquire images ovldh of
view of 20 km, each line of sight is composed bytgposing of
5 detectors, generating images of 30000 columrihénPAN
channel and 7500 columns in the XS channel.

With a separation mirror, the XS and PAN viewingnes are

) ) ) ) separated by 1.5 mrad in the field only, which nsaR&N and

Figure 1 : Pleiades-HR image of San Francisco, Multispectral channels registration possible bynapte ground
© CNES Copyright 2012 processing (re-sampling).
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Figure 2: Focal plane and image reconstruction

2.2 Payload data handling and transmission

The detectors output is compressed in the Payloath D
Compression Unit by sets of 1500 pixels. Compress®on
performed with a wavelets transform algorithm, teiaébles the
compression ratio to go up to 7. The video data fiatm the
instrument is then 4.5 Gbits/s.

The data are multiplexed, ciphered and memorizetienSolid
State Mass Memory which has a storage capacitpof@bits.
The output rate is of 465 Mbits/s, on three indistichannels
of 155 Mbits/s each.

When downlinked data are coded following a tretisled
scheme in 8-PSK type modulators .

These high storage capacity and high transmissata allow
high reactivity of the Pléiades system with an mjted number
of ground image receiving stations. Coupled witheahanced
ground processing, a great amount of user's rexjwest be
satisfied within one day due to high reprogrammiagabilities
offered by centralized data collection.

3. GROUND SEGMENT PERFORMANCES

The overall ground system has been designed tdl ftie
operational requirements and to ensure quick acdess
information in each operational center with an edted

With 3 mission plans per day and a local diredtitags capacity
(Gleyzes, 2012), the system offers a high leveleattivity for
images acquisition.

French Defence User
Ground Centre
(FD-UGC)

—

Dual Command and
Control Centre &
Image Calibration

Centre
(CNES)

Spanish Defence User
Ground Centre
(SpD-UGC)

Figure 3: PLEIADES Main centers

According to the scheduled mission plan, the rdentetry can
be down-linked to a given station and then autoradli routed
to be processed by a local or distant processinggceln less
than several minutes for urgent data or one hourrdatine
ones, images can be displayed by users througtathtog User
Access Interface.

Each UGC is in charge of taking into account the gena
production requests coming from authorized userd ah

processing the corrections associated to the resfiemage

products.

All users centers have been progressively deplayed then
intensively used during the commissioning phaseeiation
with the ICC in CNES.

The ground processing has been designed to be yhighl
interoperable allowing future federations with athearth

observation systems in the GMES context. Hence fiatnat
ntcatalogued data, final image product) and datesscservices
(online catalogued data browsing, product orderagf)nitions

Composed of one Secure Dual Control Center (SDGC, maiﬂave been major issues (Baillarin, 2006).

control center for civilian and defense needs)dhmain Users
Ground Centers (UGCs), several Regional Image Recgivin
station and one Image Calibration Center (ICC), ts&ributed
PLEIADES ground segment is fully operational simaeOrbit
acceptance (2012, March?)1

production system able to generate 20 km x 20 k
orthorectified images in less than 30 minutes.

Unité DUPC

3.1 Users Centers

Today 3 civilian users centers (France, SwedenJapan) and
2 defense centers (France and Spain) are quadifidchave the
capability to daily program and process the acquidata. 2
more civilian regional stations will be deployedro

REGIOHAL
STATIOHS
HETWORK

Figure 4: Ground segment architecture
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3.2 A set of powerful functional units

Each user center is able to manage the users tequesrms of
image acquisition and products generations, thelude a set
of key components called functional units :

- a X band antenna in charge of satellite acquoisjt8 channels
sighal demodulation and ingestion system

- an Image Processing Unit (IPU) in charge of mueying,
cataloguing, archiving and producing the images,

- a Programming Unit in charge of managing the ioiss
planning requests.

- a set of Access Units allowing the users to bete images
catalog, submit requests and receive the ordei@tlipts.

ANTARCTIBURT

Figure 5: Acquisition zones for ImageQuality Assesin

3.3 Scalable and automatic Image processing system

The IPU is then one of the essential componietksling with
huge data volume, high performances and automiatisat
requirements, this unit is the most consuming anéeims of
computer resources in the ground segment. Indeedpen as
the data are received, it allows the system beidly fata-
driven. Starting from automatic inventory towargslate of the
main catalogue, production orders can be autontigtica
manually generated at the required level so tleptbducts can
be quickly delivered to the user. The system isetbasn a
scalable hardware architecture that can be taildoedenters
needs , from dozens to hundreds of daily imagdsivang and
products generation.

Urgent data-strips (flagged as it by the missicenping in the
telemetry) are automatically sorted by ingestiotthia receiving
station to be processed first by the Image Procgddnit.

Figure 6 : PLEIADES Receiving station
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Automatic inventory of data has to decipher, decamsp,
analyse telemetry quality and reconstruct imagaes #0 sets of
source data, with auxiliary satellite data proaggdor album
localization and cloud coverage notation.

The performances required for such a system hasr feen so
stringent in the past, in terms of volume of datgptocess (up
to 300 products per day) and image production timeek
taking into account the new complex algorithms Bkgomatic
mosaic processing.

Regarding production timeliness, the time betweer th
telemetry download and the availability of the ramduct for
the customer is less than 1 hour for urgent imagédwurs for
routine ones.

The system is able to process an ortho-image ptaduless
than 15mn on new hardware generation and a mosagugt
(60*60 km2) in less than 2 hours.

The Image processing unit is highly scalable, atiogrto the
frequency and to the volume of data the centerivese
Concerning storage needs, the volume of a Pleiateprbiduct
goes from 2 GBytes (20*20 km2) to 40 GBytes in coraped
mode, implying a temporary volume of several TBydesing
the product generation process.

The main civilian center has shown its ability tengrate 200
products a day. During the first 3 months, 600&-drips all
over the word have been acquired and archived &@D 4
products were delivered to ICC.

4, SYSTEM PRODUCTS
4.1 System products adapted to users needs

Several types of products have been defined irr dodilfil
the different user needs (Kubik, 2008). of them were very
useful during commissioning phase, specially rawele for
calibration activities.

Some users need data superimposed to maps intoa@eiog
Information  Systems  (GIS), whatever the sensors
characteristics. They usually use ortho-image mtsdu
resampled into a cartographic projection and ceetedrom
sensor and terrain distortions.

Some users want to access to “raw data” in ordedelover
value-added products (3D, geophysics data, ...) usieig own
methods. They need comprehensive ancillary datzotopute
the geometric model. Because of the native geomefra
sensor like Pleiades-HR is very specific, a “Senkevel”
product has been defined making the geometric msidgbler
while preserving its accuracy.

Hence, two processing levels have been definediditian to
the classical raw levels. They are presented asdsasd here
after in table 1

Products are composed of imagery files, quickloakd a
thumbnail images and metadata files (DIMAP XML file
METAFOR file respecting 1SO 19115 format, Ground
Processing Parameters) including quality masks.
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Mission Corresponding | Main characteristics
Require- | Product Level
ments
Level 0 Raw level Raw data after decompression
Level 1A | Radio- Raw level + radiometric
corrected level| corrections. PAN restoration |is
run optionally.
Level 1B | “Perfect Corresponds to an image which
Sensor” level |would have been acquired by a
perfect Push-Broom sensor. Hor
that level we use the acronym CP
(for the french ‘Capteur Parfait’)
Level 1C | “Orthoimage” | Orthorectified, terrain corrected
level Without Ground Control Point
“Mosaic” level | Set of orthorectified images |n
the same geometry

Table 1 : Processing levels

Each image file compressed using JPEG2000 (JPjitlgn,

with configuration parameters:

- Tile sizes : 2048x2048,

- Flush period : 2048 lines.

- Codeblock size : 64 (default value)

- Wavelet decomposition level : 5 (default value)tfwi
4096x4096 tiles, the higher level of decomposition
contains 128x128 coefficients,

- Order : recommanded order is RPCL (Resolution,
Position, Color component, Layer quality),

- Markers : ORGGen_plt option is used to allow optixiz
decompression.

- SPrecision and Qstep are 2 parameters dependiimgage
coding (8 or 12 bits). SPrecision = coding dyna(8ior
12) and Qstep = 1 / 2*(coding dynamic),

- YCC compression is used for PAN-Sharpened images,

- Rate = 3 hits by color plane (12 bits for 4 bandsit9 for
3 bands, 3 bits for monospectral).

Lossless or lossy compression (nominal mode) dlyos
(JPEG2000) are used in order to optimize the prizdoc line
delivery.

For image file whose dimensions are larger thanrdigurable
limit (>~ 1 scene ~ 2.6GBytes), the image file iygbally tiled
in several JP2 files.

A GML-JP2 header is inserted in each JP2 formastdce geo-
location, feature overlay, annotation and textimfation within
JP2 files in Perfect Sensor, ortho and mosaic $evel

4.2 Archive level

After inventory process, images are archived at lexel, with
binary files kept compressed as on-board soures, fauxiliary
data, album and mask files. Archive products areriral
products that cannot be delivered to end usersgkehanged
between user centers and as a basis for any otioeiugi
generation.
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4.3 Level 0 and level 1 products

For calibration needs, around 2300 acquisitiong oeeans, La
Crau test site, deserts, stars and Moon images bud aa
consequent set of AMETHIST and ‘slow motion’ imades/e
been acquired and processed by Image Processing &tni
archive level, LO or L1 level (Lebegue, 2012).

Figure 7 : examples of AMETHIST PAN, XS
and slow-Motion images

Level 0 images are raw images composed of 5 adjdzerds.
Used by image quality experts for inter-array egdion and
signal-to-noise ratio assessment, they allow toatgpdand
deliver correction coefficients sets to operatiamsgrs centres.

Images at level 1 have the same geometry than I0eeaks but
are radiometrically corrected : aberrant detectosection,
inter-array reconstruction, panchromatic restaonati

These products were mainly used for on-board cossje rate
assessment and optimization. The nominal onboard
compression bit rate was optimized on numerous ésany
qualitative and quantitative analysis and allowedset the
recommended bit rates from 2.50 to 2.86 for PANdband
from 2.86 to 3.33 for XS bands to avoid compressidafacts.

The product is composed of a set of 5 panchromatic
decompressed data strips and 5 multispectral 4-atadstrips,
one per sub-swath, with auxiliary data file andrgetsic model
file. The volume for a 20km*20km product is arous@0
Mbytes with nominal compression.

Processing images at level O or level 1 levelsireguess than
10 mn.

4.4 Simplifying the focal plane : the “Sensor” Level

The complexity of the Pleiades-HR focal plane makies
classical level 1 product difficult to use. A newoguct level
called “Sensor Level” is proposed, processing stes been
described in (Baillarin, 2009).

The Sensor Level product is the image that wouldehaeen
delivered by a standard push-broom sensor (SP@I-likhe
product is only corrected from on-board distortiquEewing
directions and high frequency attitude variatior). XS and
PA pixels are registered.

XS can be PAN-sharpened in the same processingtflow
obtain a 0.50 m GSD 4-band colour image (blue,ngneszl,
near infrared).
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Simple focal plane

Virtual smooth
attitude

Figure 8: Perfect Sensor Geometry

This product is specially designed for the photogreetic
community , it can be accurately located by ratidoactions:
in addition to Pleiades-HR physical model, metadatatains
direct and inverse location models.

The production of this ideal linear array imagesymade from
the raw image and its rigorous sensor model.

Figure 9: Pleiades-HR sensor image of Viaduc déaMiil
© CNES Copyright 2012

The raw image is resampled into the Sensor Leeahgky taking into
account a DEM. The direct geolocation is made aithaccurate
Sensor Level geometric model

The Sensor Level product is delivered with two gettimmodels:

- a “rigorous sensor” model

- arational function model.

Users can choose either the rigorous sensor nmdéhe rational
function sensor model: results are very comparable.

4.5 Ortho-image level

The other set of products generated by the Pleiiesystem
are the ortho-images (and mosaic) products.

The Pleiades-HR ortho-image products are resampita a
cartographic projection and corrected from sensuat trrain
distortions.

This product must be very precisely located to beduinto
geographic information systems (GIS). Product locatis
checked on an accurate DEM (Reference3D™, if aajab
with automatic GCPs (algorithm based on [2]). Uszns also
give their own DEM for orthorectification.

The final product volume is around 6 GBytes (20kniki2{.

Pleiades-HR ortho-images can also be PAN-sharpenebtain
a 0.50 m GSD 4-band colour image.

4.6 Mosaic products

Mosaics products are larger size ortho-images atitcatty
processed as a seamless patchwork of individigzs.sthis is
made possible thanks to the high agility and teeige pointing
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capability of the platform and ta fully automatic mosaicing
tool. This tool, named SIGMA, developed by CNESy(Biet-

Cazalet, 2012) can automatically put each inputgenin a

common geometry, homogenize the radiometry, ancergém
orthomosaics using stitching lines

The Imagery files are composed of :
- 1 panchromatic mosaic of orthoimages file withQOm GSD

- 1 multispectral mosaic of orthoimages with 2.0G8D

- Merged PA + XS, (blue, green, red, NIR) with PAO5S
enabling generation of a False Color (green, retR)Nor
Natural Color image (blue, green, red).1 auxildata file

The final volume of a large mosaic can be up tGBgtes.

The tool has been at first validated on simulatath-trips
from other sensors and intensively tested duringraissioning
phase with real adjacent acquired images. Seviadtions
with Image Quality experts and several re-processiere
necessary for ground image parameters tuning aiogpta each
processing steps : spectral band registration, onaeliric
harmonization, stitching line computation, final oguct
resampling.

Figure 10. Pleiades-HR mosaic image of Melbourne,
© CNES Copyright 2012

An operational requirement was to avoid any human

intervention in the Pleiades Image Processing dndk ia

success. 60*60 km2 Mosaics have been producedeinmiin

civiian center in less than 2 hours, with high dewof

parallelism of processes (more than 100 in operatio
conditions).

SIGMA is now a generic product, not only limited itnages
acquired in the same pass and already used for otftecal
missions.

5. CONCLUSION

A big amount of system products were necessargtfopn the

quality assessment and improve image processing an

parameters during commissioning phase. All levelerew
necessary with an average of 60 product requestsigefor
calibration activities during the first 2 months.
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Figure 11- ICC Products requests distribution (Jahb, Z012)

PLEIADES ground segment and image processing sodtwa
development was a hard, long but very interesting @xiting
task. Many partners were involved in the procesemf
instrument design, algorithms specification to ffitaning of
parameters in operational centers. Teams have toagea
delivery and maintenance of processing tools, & was

complete centers integration in many different [imes
configurations.
Images location, quality and performances have bee

continuously improved since the launch thanks ® ghound
processing systems.

The satellite acquires each day a maximum numbénades,
with imaging modes close to users’ needs : targatips,
stereo and tri-stereo, Corridor, one-pass mosaicvioleo

mode’. A full range of products and quick acceswises are
or will be soon available through Astrium Geo-Inf@tion

Services portal for civilian needs.

The system allows to program, acquire, processdatider the
images in few hours, better than the required pexdoces.

Now fully operational, the centers are preparing dperational
qualification phase for the second satellite of¢bastellation.
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