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ABSTRACT:

This paper is reflecting a study on developing erwbnstructing a 3D model from registering an démage on a point clouds or a
DTM. The point clouds has been chosen as the nmatin fdr reconstructing a 3D model. For achieving @spects of the study, all
objects were individually detected and extractednfthe point clouds and captured in a particulgei@ a CAD environment. Then
each object will be converted to a raster format aill be registered on the image. This proces=lked the reverse registration in
this study. Since the object segmentation and tletedrom a digital image is a complex process, theerse registration is
implemented in order to assist the process of tijecd detection from the image. This paper willcdiss two methods of object
detection from point clouds for the reverse regigin. These methods were proposed and implemdotetthis study. Also, the

paper will discuss the reverse registration and ttosvmethod improves the process of the objecdliein and extraction from the
image. Discussion of reconstructing a 3D model fremistering the digital image on a DTM or DSM (batf which developed

from the point clouds data) is another goal of f@per.

1. INTRODUCTION

Reconstructing of 3D model from aerial images spelf/,
and in generic term from any type of images is wathin the
grasp of a vast variety of businesses. There arat dyenefits
with rendering a 3D model for analysis and intetipge of the
object, and consequently it has attracted thedsteasf the most
businesses, government bodies, and developers esgdrch
groups. Due to implementing a reliable method
reconstructing a 3D model from images, a computéraeced
with a powerful graphic card is essential. Espéciabith
development of computer graphic, the computer hasnb
become easier to interact with, and better unded#tg and
interpreting any type of data. Developments in cotep
graphics have had great impact in most of compater
applications as well as digital photogrammetry amedhote
sensing. Reconstructing a 3D model from a steregénusing a
stereoplotter or a stereoscop is a well known teghn in
photogrammetry. In conventional fashion, a steremeh was
reconstructed within a stereoplotter and coordmadé the
interest points on the object or the terrain wextraeted
manually; however, in modern digital stereoplotti¥s process
has been implemented automatically or it is betiesay semi-
automatically. Modern stereoplotters are able aatamally to
develop a Digital Terrain Model (DTM) or Digital Sace
Model (DSM) from stereo images; nevertheless, tlaeeeother
approaches for reconstruction a 3D model from natical
sequence images such as those approaches has
implemented by Brahim et al. (2010) or Wei et a0(@). Also
there are some approaches for reconstruction a &ehirom
mono image with help of the auxiliary data (Zhamg & sui,
1998, Qian, 2010, or Chen and Kohatsu, 2007). lamegears
with development of computer graphics, there isiraBrest
towards reconstructing 3D model in computer fouslgsing,
rendering, and objects analysing. In such a congédixplatforms
for developing a 3D model have to meet the requaresiof the
3D modelling. Therefore, majority of the techniques/e been
developed based on integration of two or more ssnsehile
each sensor provides a particular data from thaiteor the
object and with combining those data finally a coefgnsive
3D model can be reconstructed. For example, Spdhtoet al.
(2009) reconstructed a 3D model with registeringghhi
resolution optical image on a SAR image. In theprapch, two
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forfeconstructing a 3D model.

been

dimensional data were extracted from a mono imagé w
implementing a number of constraints; they regitethe
extracted data on a SAR image. Tupin and Roux (20@&3
developed a method that was very close to previneghod.
They also extracted planar data from images andtezgd on a
SAR image. The main aspect of both methods was tectde
buildings from SAR image which matches with their
corresponding which already were detected from esadye to
Dammann et al. (2006)
reconstructed a 3D model by registering an opficalge on a
generated 3D model from Chirped Amplitude Modulafiaiv)
LADAR image. The purpose of registration of opticahge on
the constructed 3D model was to provide a textar¢he 3D
model. Homainejad (2011 a, 2011 b, and 2010) impiged an
approach for reconstructing a 3D model by registennono
images on a generated DTM or DSM or 3D model. The
approach consists of the following steps:

1-
2-

Dividing the image to sub area,

Each sub area was registered on its corresponding i
the DTM or 3D model. In this step all pixel will be
transformed to the 3D model space and will be
converted to points. Each point included X, Y, ahd
coordinates and intensity value which inheritedrfro
the image.

The output from this approach is a 3D model;
however, it has an ortho-image characteristic ds we

3-

This paper will discuss a new version of Homaingad
approach for reconstructing a 3D model by registedan image
on a 3D model which was developed from the poiotids. The
organisation of this paper is: the background amgbgsal will
be given in the next section; study area will beegiin section
3, the methodology, the result and analysis willdreen in
section 4, and section 5 will give a conclusion.

2. BACKGROUND AND PROPOSAL

The author is participating in a project on urbdessification
and 3D building reconstruction which has been psegoby
ISPRS — Commission Il (Working Group 111/4). The eoof
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the project is to evaluating the extraction of was object
classes from digital imagery platforms such as tdigaerial
images and Laser Scanning data. The focus of thieqirwas
the registration of the aerial image on the Lasman8ing data
for developing and reconstructing a 3D model. Tfogeea set
of digital aerial images and Laser Scanner datee hiaeen
provided for this project. To accomplish the préggoals, the
author proposed to implement a modified approackiwivas
originally explained by Homainejad (2011a). The ified
approach embraces following steps.

1.

developed for this purpose, will apply on the point
clouds data.

The extracted objects from the point clouds data wi
be converted to a raster format and will be reggste

on the image for assisting the process of object

detection and extraction from the image.

The extracted objects from the image will be

transformed and registered on a 3D model or a DTM

which were developed from the point clouds for
reconstructing a new 3D model.

The modification has been carried out on the pwaisthe
object extraction from the point clouds in orderingprove the
final result and speed up the process. In this qeap the
process will not started from splitting the imagestnall areas.
Instead, interested objects will be extracted frtm point
clouds. Then the extracted object will be transtdmo the
image for assisting segmentation and object extradtom the
image. Basically in this study, two first steps object
extraction from the point clouds and transformihg éxtracted
objects to the image space for improving the segatiem are
called reverse registration. Figure 1 shows thecgse of
proposal for this project. The object extractionncae
implemented on the DTM, DSM, 3D model, or a poilouds.
Since a point clouds data has been provided fergtoject, the
focus of this study is to extract the objects frihv point clouds
data and consequently the mathematical model weaslajzed
in order to extract objects from the point cloudsad Most of
studies in object extraction from Laser Scanninig d@ave been
focused on the signal processing or mathematicalefting
which has been developed based on parameterseotation of
Laser Scanner beam with the surface of the obfectexample,
Silvan-Cardenas and Wang (2006) implemented Mulésca
Hermit Transform (MHT) due to decompose signaldmfiling
the surface of terrain, or Kirchhof et al. (2008)JdaBae et al.
(2009) independently developed a mathematical mddel
object extraction from the point clouds based orapeters of
orientation of Laser Scanner beam with the terr8ince the
provided point clouds from the terrain for this jex did not
include any pre-knowledge regarding to parametérsaser
Scanner orientation and received waveform, a fewraiprs
were developed and implemented for detecting arncheing
interest objects from the point clouds or DTM whiglas
developed from the point clouds, but only two odrthwill be
discussed here.
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Interested objects will be extracted from the point
clouds. In this step an operator which has been

iy

il

Figure 1. This figure shows the process of the proposatHisr
research study. Figure (1a) shows a point clounts fan urban
area. Figure (1b) shows the extracted of four lngidn this
area form the point clouds, and Figure (1c) shdwesdare point
clouds after subtracting all extracted object froine point
clouds. Figure (1d) shows extracted buildings fribva image
after transforming and registering extracted baidfrom the
point clouds on the image. Figure (1e) shows amédnc view
from reconstruction of the 3D model after transfmgnand
registering extracted object from the image on 3Be model
space or DTM developed from the point clouds.

The first operator has been developed based oratruey )
and signed curvatur&] of the terrain at point p. The curvature
of a surface at point p is:
k(s) = ||[T'(s)| (Eq.1)
WhereT'(s) = K(s)N(s) is derivative of unit tangent vector,
k(s) is curvature of surface at point B(s) is the unit normal
vector. The signed curvatuk(s) indicates the direction in
which the unit tangent vector rotate, as a functbparameter
along the curve. Negative singe indicates the imotatis
clockwise, and positive singe indicates rotation
counterclockwise. With extension of above equaiiora 3D
Cartesian space, the curvature will be:
K = YEY Y (T T ATy )
- @ +yP+z7)3/2

is

(Eq.2)
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Where the prime and double prime denote to thé dinsl the
second derivatives. According to the above equatiencan
analyse and then extract an object from a pointddalata. The
algorithm for extracting an object from the poitduds will be

compare the magnitude and the singe of the cumatrthe
point p and at the neighbouring points, when a ifiggmt

change has been found the object will be isolated t#en
extracted.

The second operator is defining the curvature ahethree
points which build a surface. Let S be the polyhkdurface
which the point clouds as its verticesdSR®, p € S), therefore
the directional curvature function of surface Spaint p is a
quadratic form as expressed in the following (Taut$95):

NN
o0 =) (5 1)) €09
Wherek, (T) is directional curvature of S at p in the direatio
of the unit length vector (the tangent to S at p). Alsb=
t;T, + t, T, which {T;, T,} is an orthonormal basis of the
tangent space to S at p. Finally’ = k,(T;) , k3% = ky(T,),
andk;? = k2! . In this study we assumgj;? = k3! = 0, that
means the vector ¢, , T,} is principle directions of S at p.

—(t1 t klljl 0 ty
kp(T) - (tz) 0 klzyz (fz) (Eq.4)
With analysing the singe df;! andk,z,2 one can recognise the

changes of the curvature and then the object caextvacted
and isolated

2.1 Proposal for extracting buildings
Firstly, no attempt was made in order to developnaplate as a

framework for detecting and extracting buildingrfrahe point
clouds in this study. Some studies assumed thdibhg8 have a

rectangular shape and mostly focused on detecting a

extracting rectangular shapes from the images (Tapdl Roux
2003). We believe that there is no reason to asstirbeildings
have a rectangular shape. In generic term we lbgieacept
that all buildings have a closed and regular geomshape and
most of buildings’ roof has an elevation greatantt?2 meters
from the ground, as well as edges of roofs in nwases remain
at the one level. According to the above knowledties
operator which was developed based on either emuatior
equation 4 searches for buildings within a definggh. It has to
be noted that when speaking about detecting anchatixtg
buildings in this study, it means to detect andaettthe roof of
buildings. After extracting buildings from the pbiclouds, all
detected buildings will be checked and correctedoree
transform and register on the image. Then the mg&will be
converted to raster format and then transformedragistered
on the image. For transformation, an initial andugto
orientation will be carried out. Then the algorithwill extract
the corresponding building from the image accordiagthe
geometric information were obtained from the pailouds and
using feature-based matching approach. Then eathcted
building from the image will transform and registar the 3D
models,
individually for each object as Homainejad (201&g)lained.

2.2 Proposal for extracting trees

For extracting trees from the point clouds, theodtgm mostly
focuses on the Laser Scanner facts. New generatidirborne
Laser Scanners are able to record up to four battksed
waveforms returned from trees. Each emitted sigftal hit the
tree will penetrate to the ground, and each timemthe signal
hit the tree’s branches a reflected waveform véturn to the
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Laser Scanner. Unlike the returned waveform frorsueface
which forms a trace of a straight line, the retdrweaveform
from trees scatters in an area. Therefore, foaetitrg a tree, or
group of trees a grid is designed. The size of emthof the
grid is equal to the size of Laser Scanner footpfimen the
origin of the grid and bearing of its main direatiovill be

defined. The algorithm will search according to #ggiations 2
or 4 and above initialisation inside each cell(i¢orchecking the
density of point clouds inside of each cdlii) testing the
variation of the curvature between points. If aithon

recognises the variation of the curvature is chamgnside of
each cell and the density is different with a dedircriterion,
then it will recognise and extract trees.

2.3 Proposal for extracting roads

Extracting road requires following initialisationAt the

beginning a number of points on the road will bpteeed for
initialising. The points include the start, the eadd changing
directions points of the roads. Then the maximund &me
minimum width of the roads will be measured. Thgoathm

according to these data and one of the equatioas £ will

detect and extract the road from the point clouisen the
extracted road will be checked and corrected. Therextracted
roads will converted to raster data and will transf and
register on the image for extracting the correspundoads
from the image. Finally, the extracted road fronaga will be
transformed and registered on the 3D model.

2.4 Proposal for extracting crown land

Each object after extraction will be removed frohe tpoint
clouds and finally after removing all extracted exttja bare
point clouds will be available. The bare point deuwill
represent the crown land. In this case, the pdmtds consists
many gaps regarding to the extracted object thatbeaeasily
filled by different methods such as interpolatioethod, but it
has to be aware sometimes the interpolation willaih area
which basically cut off for a development. A supsed
interpolation has to be carried out for achievihg best result
and reducing any error.

3. STUDY AREA

As mentioned earlier, the author is participatingan ISPRS
test project on wurban classification and 3D buidin
reconstruction. The project focuses on reconstncdD model
by using aerial image and Laser Scanner data. 83tedaita set
was acquired over Vaihingen in Germany. Three arease
been chosen for participants, nevertheless, eaehhas slightly
different from two other areas, but each area ohesubuilding,
road, and trees. Digital aerial images were acquity
Intergraph/Zl DMC camera with ground resolution afn8
Point clouds has been captured by Leica ALS50 systéth
point density of 4 pts/f In this paper the results from two

the parameters of orientations were cordputeareas will be shown. The first area is in the aenfrcity with is

characterized by dense development consisting efoffic
buildings having rather complex shapes; also tiea amcludes
trees. The second area includes multistorey bujidin

4. IMPLEMENTATION AND ANALYSIS

The focus of this research study is primarily ortrasting
objects from DTM or DSM which are generated froninpo
clouds or the point clouds itself. Then transforgiand
registering the extracted object on the aerial enfag assisting
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the process of detecting and extracting the coomdipg
objects from the image. Finally, the transformingnda
registering objects from the image on the 3D madethe
another consideration in this research study.

4.1 Detecting and extracting buildings

For extracting objects from the point clouds datpplygon was
initially defined that enclosed the study area. e operator
which was developed based on the Equation 2 or titquéd
was applied on the polygon for extracting obje&@mce the
results of two operators are similar, only the hestithe first
operator will be discussed here. At the first stie@ operator
was searching the buildings inside the polygon @ting to the
knowledge that initially introduced. The followingre-
knowledge have been initialised for the buildingrastion from
the point clouds:ij the elevation of building which usually
more than 2 meters from ground) the edge of the roof which
usually stays in one level, andii) the roof has a regular
geometrical shape such as rectangular, pentagdns@on. As
mentioned earlier, no attempt was made to introdutamplate
to the operator for assisting in building detectiom extraction.
Usually, some studies focused on detecting andaetitg
buildings which have a rectangular shape. Basicatlgst of
buildings have different shapes; however, theirpskaare
geometrical. According to the initial knowledgegtbperator
tested the all points inside the defined polygomimst the
knowledge and the mathematical modelling. The etech
building were saved in a database and then capturate
computer in a 3D space. Each building has a p#atichape,
and operator is able to detect and extract anylimgis with any
type of shape. Figure 2 shows the extracted bgdinside the
study area in a 3D model. There are some issudgiprocess
of buildings extraction. For example, in a few caadarge tree
partially obstructed a building, and the operatdrextract only
a part of buildings which wasn't covered by theetreln this
situation, the extracted building will be captuiada 3D CAD
environment and the missed part will be estimated then a
correction approach will be implemented to fix afitl the
missing part. Both extracted buildings and theirfifg® were
checked for finding any missing part regardinghte obstructed
by an object. The pre-controlling from the resuibws the
operator extracted the buildings precisely. Thef mibsome
buildings had a very complex shape but the operdsrable to
extract all parts of the roof.

4.2 Detecting and extracting trees

For detecting and extracting trees from the polotids data, a
grid has been defined. The size of the cell ofgtié is roughly
equal to the size of the footprint of the Laserr®ea. The grid
has been oriented with the point clouds. Then therator
searched the defined area for detecting and eitgadtees
according to the introduced knowledge. The knowdedeps
defined based on the behaviour of the returned fwavefrom
the tree. Since the new Laser Scanners are abérdood up to
four returned waveforms of a transmitter signalnfravoods
area, and also the returned waveforms scatterengthd, the
operator will assess the density of the point cioimdeach cell
of grid. If the operator recognises the densitypaihts in a cell
of grid is different with the defined density, thirwill assess
the curvature of surface for each point. In thisecahe operator
will recognise a tree from background, if the ctuve is
changing rapidly. It has to be noted that the dpera not able
to recognise the type of a tree because this isrizbyhe scope
of this study.
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4.3 Detecting and extracting roads

In this step, the start, the end, the changingctioe points, and
the maximum and the minimum width of the road wik
introduced to the operator as initial knowledgeefloperator
will extract roads inside the defined area. Actyalbn
international standard available for road constongtbut some
roads and streets have own characteristics thgththee to be
initially considered for the road extraction. In shof cases, the
variation of curvature along the cross section o toads
always is very smooth and when reaches the edgeeofoad
the curvature will be changed rapidly. In this sttide operator
will extract the road according to the initial knedge and
operator will not stop when the curvature changedidly
because the point clouds data includes runningcleshon the
road as well as parked vehicles. These unwanted wt
interfere the process of road detection and extmacTherefore,
it was decided to extract the road according thaligation and
later a cleanup process was implemented in ordeonbit
unwanted data.

Figure 2. This is the result from extracting builgh inside the
study area. As the figure shows each building hapexific
shape.

Figur 3. This figure shows the profile of the diigs that
shown in Figure 2. This figure shows how the cumatat
edges of roof is changing rapidly.

4.4 Extracting crown land

In this step, all extracted data will be subtracfeaim the
original point clouds data and the result will béare terrain
that is considered as crown land. The crown largdudes a
number of gaps that can be filled using interpotai@pproach,
but it has to be aware that some area was cut amdved
during a development and an interpolation will daeth the
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existing status of the area. Therefore, a humamrsigion is
required in this step.

4.5 Reverseregistration

For assisting the process of the buildings detgctand
extracting from the image, the extracted buildifgsm the
point clouds were transformed and registered onrttage. In
this step the point clouds which are a vector farmall be
converted to raster format (image) before registeriAn
initialisation and orientation is implemented eaxliThe goals
of the reverse registration gji¢ to define the area for searching,
(ii) to define the size of search window on the imagel(iii) to
have a guide for segmenting and detecting the abbtiilding.
A template-based matching is carried out to extrdet
buildings. The reverse registration improves théhoe of the
object detecting and extracting. When a building leeen
detected, it will be tested and matched with theaexed one
from the point clouds. The last part of the procesems
confusing with the process of registering the etéd building
from the image to the 3D model or the point clouuoist this
part is very important part of the process becdtuassures the
operator to extract only the roof of the correspogdand
interested building.

4.6 Registering objects from image to the 3D model

This is a final step of the approach. In this stibe, extracted
objects from the image will transform and register the 3D
model developed from the point clouds as Homainéz&d 1a)
explained, and create a new 3D model. Basically different
processes will be implemented in this step. Foh lppbcesses,
a number of control points are initially defined the image and
the point clouds for orientation and initialisatiom the first
process besides of initialisation and orientatite algorithm
will calculate the parameters of mapping for eactividual
pixel. The image always distorted while acquirimggess and a
correction always will be applied on the image rfeducing the
effects of the distortions. However, the distoriomever
removed from the image and always stay with imageame
extension. If one looks the image as a whole, pbybéhe
remaining distortions will not be taken under cdesation.
However, if the image is split to the small areas temaining
distortions is very big issue and it is required thstortions to
be removed perfectly. Therefore, the following dgpres were
developed for mapping each individual pixel on 3f@emodel.
Xi = f(XCv 01! 92,D1,D2,Sl,52)
Yi = f(ycv 01! HZlevDszlJSZ)

(Eq.5)
WhereX; andY; are the coordinate of pixel on the 3D model,
andY, are the coordinate of control poi,, 6, are angles of
pointi with two defined directionss;, S, are scale factors along
X and Y directions, and,, D, are distances of pointto two
defined base lines which will defined from followjifEquation.

_ [ et Yo Xer, Yoo, X )
VAX? + AY?

WhereAX = X, — X, , andAY =Y, — Y, are

Scale Factors for each point in two directions Wwhweill be
calculated separately. With applying above equataich pixel
from the images will be transformed on the 3D mqatekisely
and all distortions will be removed.

In the second process, the image will be transfdrraaed
registered on the each extracted object from thet pouds.
Since the algorithm will transform and register tidy part of
the image on its corresponding part on the poiotd$ which

D
(Eq. 6)
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has been already extracted, there is no requirerfoenthe
reverse registration in this step. The algorithnil wefine a
search window on the image using information abthe
extracted data from the point clouds. The secomtqss has
been implemented for registering trees and the mriawd from
the image to the point clouds.

4.7 Analysing theresult

In this research study, the point clouds was ddfia® the main
and the only reference for checking and controlling result,
therefore, there is no attempt to correct and imgrihe point
clouds data and it was assume that the correctiane been
implemented in advance. For analysing the resalthepoint
individually controlled visually and manually. Fexample it
was checked that the corners of roofs are mapp#tkicorrect
location and they have had a correct elevatiorthertip of the
building was mapped correctly and there was nodisiprtion

remains. The analysing shows that the image wareattyr

mapped on the point clouds data. The standard titaviaf

points in X, Y, and Z directions is in the rangeaofraction of
centimetre with comparing the point clouds datae Tdcus of
the analysis was on the 3D reconstruction of thiklimgs, since
the roof of each building has special charactesstrherefore,
the roof of all buildings was individually checkéu order to

discover that the algorithm was able to precisebonstruct the
roof of a building in a 3D model and the 3D modebws all

details. Figures 4, 5, 6, and 7 show the resulés &fansforming
and registering image on the point clouds. Withdgtto these
figures we realised that the algorithm was preygigeleloped a
3D model via registering an image on the point dtoand all
details have been shown.

L

Figure 4. The figure shows the result from deveigpa 3D
model for area 1.

Figure 5. The figure shows the isometric view feeal.
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Figure 6. Figure shows 3D model of area 2 afteryépgy the
approach.

Figure 7. Figure shows the isometric view from &hea 2.

5. CONCLUSION
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mentioned. The approach extracts objects from thiet glouds

and registered on the image, for assisting in elgjetection and
extraction from the image. This process is callederse
registration. The reverse registration enablesaligerithm to

detect and extract object from the image automtic@hen

extracted objects from the image will be transfainie a 3D

space and developed a 3D model. All pixels of titerested
and extracted objects from the image will be cotegeto points
and registered on a developed DTM from point clobdfore

transformed to the 3D space. For extracting obj@sh point

clouds, the curvature of surface of objects willdssessed. If
the curvature is changing rapidly, the algorithnil wécognise
the object. In addition of assessment of the cureatthe

algorithm will assess the extracted objects withdefined

knowledge which are initially introduced to the @ighm. The

evaluation of the extracted object confirms tha tiperator is
very well able to detect and extract the objectamfrpoint

clouds. The reverse registration improves to dedect extract
the object from the image. Usually filtering andysentation
are common methods for extracting an object fromithage,

but reverse registration assures the process tmoexthe

interested object correctly. Indeed the reverséstregion is an
integration process for object detection from thwge. The
application of the approach is very versatile aad be used in
different purposes; for example, the approach caruged in
planning and engineering, in analysing objectsdéwveloping

3D GIS, in medical application, and emergency manamnt.
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