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ABSTRACT:

The recording of high resolution point clouds wstib-mm resolution is a demanding and cost intertaiste, especially with current
equipment like handheld laser scanners. We presenmage based approached, where techniques otimagching and dense
surface reconstruction are combined with a compadtaffordable rig of off-the-shelf industry camser&uch cameras provide high
spatial resolution with low radiometric noise, whienables a one-shot solution and thus an effigileté acquisition while
satisfying high accuracy requirements. However léngest drawback of image based solutions is dfienacquisition of surfaces
with low texture where the image matching proceggghtrail. Thus, an additional structured light jgctor is employed, represented
here by the pseudo-random pattern projector oMizeosoft Kinect.lts strong infrared-laser projects speckles diedént sizes. By
using dense image matching techniques on the a&hjinrages, a 3D point can be derived for almogt eacel. The use of multiple
cameras enables the acquisition of a high resely@nt cloud with high accuracy for each shot. @ proposed system up to 3.5
Mio. 3D points with sub-mm accuracy can be deriped shot. The registration of multiple shots isf@ened byStructure and
Motion reconstruction techniques, where feature pointaugeel to derive the camera positions and rotatomematically without
initial information.

1. INTRODUCTION at once, image based systems can provide 3D surface
) _ _ _ information for a whole area due to the matrix ctmoe of the
The recording of high resolution geometry data iltwal  image. This is beneficial for difficult environmenwhere only a

heritage applications is a challenging task, esfigcior large  small acquisition distance is possible or whereratibns or
scale objects. Handheld laser scanners often swifelow  movements occur. Also, the overall efficiency ofjaisition is
acquisition efficiency and of orientation problemshile the increased.

costs for such systems are very high. Systems based
structured light projection often suffer from tteguirement of a
static setup during the acquisition time. Thus, #oguisition
efficiency is low as well.

In other applications accuracies around 1-2mm arenfost
areas sufficient, which can be provided efficiemttylarge scale
by current terrestrial laser scanning systems. Bsw aere,
additional recording of high-resolution details dadten of
interest, which can be done by an image basedgtrlating
system.

The principle of such an image based acquisitictesy is the
stereo image observation. If a point is observedwo 2D
images from different views, its 3D coordinate cée
reconstructed by intersecting the viewing rayssThethod can ] o ) ] ] )
be extended to multiple images, where the ray setion not Figure 1: Principle of image based point cloud rdtg. If images

- . . e from multiple views are available, correspondinggfs enable the
only provides higher accuracy but also high religbi reconstruction of 3D information by intersectingithviewing rays.

In order to acquire images from multiple views, prepose a

system where multiple cameras are mounted on witfg the ; . ; : -
shape of a square with 7.5 by 7.5cm as describesdtion 2. methods is to find corresponding points between itheges

For small acquisition distances and high resolutionmbus“y' Therefore, several methods were - developed
. . . L2 different applications by the Photogrammetry and @ater
requirements, this shape realizes an optimizatietwéen PP y 9 y

geometric conditions and the concept of image riagefor the Vision community. Feature based image matching austhare

e extracting distinct features like points or lineshich are
derivation of 3D data. Due_to the (_:ompactnessefsﬂfnsor, the identifiable in multiple images. This approach ispecially
use as a handheld system is possible.

suitable for the reconstruction of 3D informatioitheut initial
information like applied irStructure and Motiomeconstruction
methods, where camera pose and sparse surfaceation are
automatically derived from images. One popular
implementation of this approach is tBandler[Snavely, 2007].

The key challenge of subsequently applied imagechmirag

The use of multiple cameras instead of a sequestigisition
of images realizes a one-shot solution. While uslazker
scanning systems acquire one 3D point or pointsgatme line
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In contrast, dense image matching techniques éng tise grey
values directly to find a correspondence for alngasth pixel of
the image such 88MVS[Furukawa et al.] or the stereo method
Semi Global Matching[Hirschmdller, 2008]. The main
challenge here is to solve the high ambiguitiessesisingle grey
values are not unique in images. Thus, one solusida apply
Structure and Motiorfirstly to derive the exterior orientation.
This can be achieved with high accuracy due toBhaedle
Block Adjustment as described in section 4. Subsettye
dense image matching methods are applied (sec)iowlere
the epipolar geometry is used to reduce the coriplex the
problem and the number of ambiguities.

However, image based acquisition methods usuaffersii no
texture on the object to be acquired is availabieesthe image
matching fails. Thus, we employ a structured ligfattern
projector additionally to ensure texture. Therefoxe use the
structured light projector of thicrosoft Kinectwhich realizes
an encoded pseudo-random pattern emitted by aimfeared
Laser and a diffractive element. The resultinggrattonsists of

and focal lengthf and precision in image spaag is given by
[Kraus 2007] as follows:
fB

— X,

_/B
P q d
Thus, the precision of depth can be approximatstymated in
respect to the precision in image spagewhile neglecting the
errors of the exterior orientation as follows:
_O0H _ H?

" =34 T 7B
Thus, for the proposed system the depth precisiam loe
estimated as shown in table 1, where a precisioth@fdense
matching method in image space of 0.3 pixels [Rotetet al.,
2011] is assumed.

—H=

X

Distance [cm] 50 70 100 120
Precision  [mm] 043 084 1.73 2.48
Resolution [px/mm?] 21.5 11.0 5.4 3.7
Footprint  [cm] 45*36 65*53 98*81 119*98

many dots of different size. We use only this prtgd pattern
to support our image matching, while omitting thewd
resolution depth information computed by Kieect.

2. SENSOR HARDWARE DESIGN

The optimal design for a multi camera system usingge
matching techniques is a compromise between tlegsiettion
geometry and the performance of the image matchiathod.
The former requires a large angle for high accunahile the
latter performs best at small angles, where they@rsmilarity
is high. Thus, if the angle is small the complegsnef the
resulting point cloud is higher since the matchjperforms
better and the amount of occluded areas in thelapmng
imagery is reduced.

Figure 2: Sensor design overview

The four cameras used for the dense image matchirg
arranged in a square with the size of 7.5 by 7.8smshown in
figure 2, optimized for a good matching performaaoel high
accuracy at a short acquisition distance of ab6ainZ They are
equipped with a 5 Megapixels CCD and a lens with Simcal

length, which leads to a footprint of 65cm by 53am70cm
distance and an estimated depth precision of ab@&4imm, as
shown in table 1.

Since the measurements are derived based on émgutation

principle, the depth precision varies with the a@iste to the
object. The relation between the distance to theobH, baseB
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Table 1: Theoretical approximate precision in obggace, resolution
and footprint size for different acquisition distas

As mentioned before, Microsoft Kinectis used to project
artificial texture onto the object. Only the pseudodom

pattern projector, powered by a near-infrared Lasarsed to
support the image matching procedure. Since theqor is

compact, it can be mounted on the camera rig a$ aval

consequently be moved with the sensor. This enatiéda

acquisition even for low light conditions or forjebts totally

free of texture.

In order to make the pattern visible to the fourtahing

cameras, a 670nm daylight blocking filter is modnte the

lenses. This wavelength also enables the hybridisitign of

the materials texture and the artificial texturgetiter since the
filter is still transparent to a part of the dajtig This enables
optimal matching conditions by providing distinatey values
for each pixel in arbitrary environments.

However, the artificial pattern is moving with tisensor and
consequently would disturb a registration of midtishots by
feature points in the image. Thus, a fifth 2 Megels camera
with a very short focal length of 4.7mm was mountadhe rig.
It has a very large field of view with 105cm widdmd 78cm
height at 70cm distance. Consequently, less ovéslapquired
for the registration of multiple shots by imagetigas. Since it
has no daylight blocking filter but only an infrdrdlocking
filter, the speckle pattern is not visible in tmeages and does
not disturb the feature point extraction and matghi

Consequently, the actual data acquisition can béonpeed
sequentially, where 5 images are acquired at e@tiors. With
an overlap of about 70% between the images acqbiyethe
wide angle camera of subsequent shots, the dersegbouds
can be connected. Finally, this leads to one dpas# cloud.

3. SOFTWARE PIPELINE OVERVIEW

In order to derive dense 3D point clouds from tloguéired
imagery the interior and exterior orientation pagetens have to
be determined as described in section 4. Subsdygu¢he
dense image matching is performed on stereo p&ir8),(
followed by a multi-baseline triangulation step3(5to derive
dense 3D point clouds. Finally, post processingosstare
applied containing filtering methods in object spag clean up
the cloud from remaining outliers.
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4. ORIENTATION DETERMINATION

5.2 Dense stereo method

The interior orientation, consisting of the camera parametersThe dense stereo method determines the correspoeglen

like focal length and lens distortion, should bé¢edmined by a
calibration to meet high accuracy requirementss Taiibration
can be performed using a standard method emploging
calibration pattern. Therelative orientation between the
cameras within the rig can be estimated by the leund
adjustment of the pattern calibration as well.

The exterior orientation of the whole camera rig, which
corresponds to the registration of multiple shistsealized by a

between each stereo image pair. Therefore, we clesel a

hierarchical matching method using a modified appho of

Semi Global MatchingHirschmiiller, 2008]. The modifications
are applied to increase the efficiency while emaplithe

processing of high resolution imagery with verygkardepth

variations as occurring for this application.

The Semi Global Matchingstereo image matching algorithm
approximates a global smoothness over the deptiti@o] in

Structure from Motiorreconstruction method as described byorder to get a solution consistent with the glatgihborhood.

Abdel-Wahab et al., 2011. In the images of the waagle
camera which is not observing tK@nect pattern,SIFT [Lowe,

2004]feature points are extracted. Subsequently, therigésrs
of these points are matched to the ones of othagesy which
enables the computation of the relative orientatid®y

performing this step sequentially for each neighizpimage
pair followed by a bundle adjustment after eactemsion, the
whole block can be connected.

Finally, the exterior orientation for all cameramde extracted
together with a sparse point cloud representingrihagulated
feature points. Despite an approximate value ferftical length
no initial information is required for the whole goess.
However, the key challenge is the high complexityhe image
network especially for large scenes. Within the kvoir [Abdel-
Wahab et al., 2011] an initial network analysipéformed to
overcome this problem.

The resulting smooth surfaces have low noise witbiguities
can be resolved robustly. Due to the approximatittme global
smoothness constraint as 1D paths through the imtmge
algorithm can be implemented efficiently also foighh
resolution imagery. Furthermore, epipolar imagestmaused to
reduce the complexity since the matching is onlyfquened

along the x-axis.

In the original implementation oSemi Global Matchingso
called matching costsare assigned in a cube shaped data
structure. For each pixel and each possible coorefgnce the
similarity of the two grey values is stored as rhatg cost. The
cost is low if the similarity is high and vice varsWe use the
Censusmatching cost [Zabih & Woodfill, 1994], which is
robust since it has low ambiguities due to the messd around
the evaluated pixel. Also, it is highly insensitivegainst
radiometric changes.

The scale can be introduced to the bundle by a scale bar ofhe possible correspondences of a pixel are destribs

preferably by a set of ground control points. Femthore, using
ground control points supports the bundle adjustmemd
enables georeferencing.

If the calibration of the relative orientation withthe rig and
the interior orientation shall not be repeated wiomation is
required due to slight changes during a long tess it can also
be derived automatically. Therefore, a registratimnfeature
points followed by a bundle adjustment can be usede-
estimate the relative and interior orientation hetw the
cameras, if a scene with sufficient texture is latde since the
Kinect can't be used. However, an initial calibration is
beneficial to remove the lens distortion, whichrasses the
number of successfully matched feature points ahds t
supports the bundle adjustment.

5. DENSE IMAGE MATCHING
5.1 Strategy

The dense image matching step is used to deriveed#n point
clouds from the acquired imagery. This is achiewsd the
determination of pixel-to—pixel correspondencesween the
images of the camera rig. Therefore, a base imagelected
similar to the red framed one shown in figure lb&gquently,
for each pixel of this base image a correspondé¢ocal the
other 3 images is determined. The resulting 4 vigways are
intersected in space and lead to one 3D pointtifraagulation
step. Consequently, a 3D point is derived for alneasth pixel
in the overlapping part of the base image. Findilters are
applied to the resulting point cloud within a pgsbcessing
step. This whole process can be applied on arpitimage
acquisition configurations.
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disparities along the epipolar line. This rangdixed over the
whole image. However, with an increased resolutidnthe
image and a close acquisition distance the depthtereby the
disparity variations become very large. Thus, thalwation
becomes complex and the number of ambiguities asew:
Also, the cost array can't be stored in the memafrgurrent
workstations.

In order to solve this problem we developed a hhidiaal
approach, where the images are analyzed on seesaUltion
levels. From the lowest resolution level to thehieigones the
disparity range is narrowed down and assigned &oh eixel
individually. This dynamic approach reduces the bemof
ambiguities, the memory consumption and the pracgdsne.

Within the implementation the number of pyramiddisvis
selected according to the resolution of the im&ygethe highest
pyramid level the dense image matching is perforroada
relatively large disparity range covering almose tiwhole
image. Thus, no initial depth information is regair However,
due to the low resolution the actual amount of estsd
disparity samples is very small. The image matchisg
performed in both directions in order to apply ansistency
check for the elimination of outliers or occluderkas. The
resulting disparity images are passed to the ngnenpid level.
After resizing the disparity image and multiplyiitdoy 2, it is
used for the determination of the disparity randectv is done
for each pixel individually. Within a certain magk.g. 5 by 5
pixels) the minimum and maximum of the disparityues is
determined and extended by a buffer. This defiles new
disparity range for the subsequent matching steghercurrent
pyramid level. Only this range is evaluated witlsirdynamic
data structure supporting different depth rangeséah pixel.
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The filtering after each pyramid level is important remove
outliers, which would disturb the disparity randgeside the
left-right consistency check, a speckle filter iobed to remove
disparity speckles with an area smaller than 1@6Igi

5.3 Multi-Stereo Point Triangulation

Each disparity map derived from the previous stegcdbes the
pixel-to-pixel correspondences between a stereo fpadrder to
retrieve the 3D point coordinates for each of
correspondences, the two viewing rays could benstcacted
for each correspondence by using the exterior taii@m. Thus,
the intersection could be performed for each digpawailable
in the map which leads to one dense 3D point cloud.

However, accuracy and reliability of the point aogan be
increased significantly if more than two rays avaikable. In
order to reconstruct more than two rays for an lesk 3D
point the correspondences between the differenestpairs
have to be evaluated.

P

Figure 3: Multi-Baseline Triangulation Principle.
One 3D point observed in 3 images (blue). Withgteaeo model the
correspondence is given by the disparity imagddy@) which is
related to the epipolar images of the model (red).

Figure 3 shows the applied Multi-Baseline Triangolat
principle. Three images (blue) observe a commomtpdn
order to compute such a 3D point for each pixetha base
image (middle), this base image is matched todfiérhage and
the right image. Therefore, epipolar images (reth ased
within each stereo model.
correspondences to a pixel in the base imagehe epipolar
homography matrix is used to transform the pixardmnate to
the coordinate in the epipolar image of the motleé disparity
image (yellow) stores the disparity which leads to the
corresponding pixel in the match imagg of the model. This
correspondence is estimated for each available hibdee 2).

With the exterior orientation of the base image #mel base

In order to determine the

6. EVALUATION

The accuracy for the proposed system is optimadifure is
available. Especially natural materials like stooe wood
provide good texture so that each pixel has ardistgrey
(color) value. This is important since the imagetahang
accuracy is reduced if two neighboring pixels héve same
value. For single pixels or small patches this sially no
problem since the smoothness constraint of Seeni Global

theseMatching algorithm interpolates a suitable depth using the

textured neighborhood.

For classic cultural-heritage data recording sidfit texture is
usually provided. For example, already the graimafble like
the one in figure 4 is suitable since digital caasgorovide high
radiometric sensitivity. Thus, all materials whicire not
reflecting light too much are recordable. Howeverurban or
industrial environments texture-free areas occur étean

materials such as white walls without surface stmgcor plain
plastic.

b Rl A ‘
Figure 4: Data recording example (project: sea@eat).
Upper left: Color image of the scene acquired by RS

Upper right: grey image acquired by the sensor.\Whi¢e rectangle
depicts the magnified area of the lower left imadmwing the texture
with theKinectspeckle pattern. Lower right: computed depth image.

Therefore, the proposed system is equipped witharéficial
texture projector, represented by tiMicrosoft Kinect as
described in section 2. It projects an equallyriisted speckle

image measurement, as well as the exterior orientation of the Pattern with dots of different size and brightnassshown in

epipolar match image and the corresponding measuntexy,

the 3D point P can be triangulated. Therefore, a linear

triangulation method such as proposed by [Harttegl.e 2008]
can be used. By eliminating reprojection errorsagethan 1
pixel outliers can be rejected, which increasesr#fiability of
the point cloud. Also, intersection angles smdlan 3 degrees
are suggested to be eliminated, since the glaniiegsection
leads to noisy results.

For the presented sensor system the upper left reamas
defined as base camera. Consequently, 3 stereo snadel
available for image matching and triangulation.
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figure 4 and 5. This enables data recording ortrarlyisurfaces
with high depth resolution. Again, the only limitat are
reflecting materials which do not provide a visildéxture on
the actual surface. Slightly reflecting materiads de recorded
as long as the pattern is visible to the camerahEtmore, the
strong laser of theKinect enables recording also on dark
materials, since sufficient light is reflected ® fesolved by the
sensitive sensor. However, during classical cultineritage
data recording the pattern is only supporting wtiketexture of
the material enables high resolution depth estonatiready.

For objects with texture, accuracy in depth of ab@8mm is
reached for an acquisition distance of 70cm. Howetlee
performance of the system for critical conditionbene no
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texture is available shall be investigated. Consetiyietexture
is only provided by the speckle pattern of Kieect.

The evaluation setup, as shown in figure 5, costaeveral
objects like spheres and planes of different maltetimages
were acquired and processed for different settiogsvestigate
the impact of parameters like exposure time, exlern

illumination, number of cameras, base length oruaitpn
distance. The most challenging object is a whitestd sphere
without own texture. The projected speckle patténnot
providing texture for the whole area, but only by {particular
dots of different brightness. Thus, small untexduageas occur
which lead to an increased noise in the point cloud

Figure 5: Evaluation setup (upper) and camera iségever) with
Kinectspeckle pattern. Lower right image: magnified imdgeil.

In order to determine the accuracy of the systeobject space,
images were acquired for the sphere (r=15cm) fdfieréint
illumination conditions at a distance of about 70dthis is also
challenging for the image matching method,
smoothness constraint of tisemi Global Matchingigorithm
(section 5.2) works only for constant neighboringpdrities. In
contrast, the sphere provides continuous depthgelsaand thus
enables the evaluation of the most challenging itiond The
radius of the sphere was determined under optimatliions

using aGauR-Helmeriparameter estimation. Subsequently, the’

radial residuals to the actual sphere surface eafebtermined.
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Figure 6: Accuracy in object space for a referespieere without
texture. Only th&inectprovides texture which leads to noisier, but still
suitable results. The x-axis depicts the shuttertitne left y-axis the
standard deviation of the radial residuals. Theeufligure shows the

evaluation for images with 8 Bit depth, the lowaedor 12 Bit.
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since th

Figure 6 shows the result for different exposumees if only the
Kinectis used as light source. As can be seen, the bmhaki
the accuracy is stable if the exposure time isigafftly long.
Especially if a high radiometric depth of 12 Bitused, also
very short exposure times are possible. For a 1218ith the
camera can discretize 4096 different grey valustead of 255
only and thus use the full radiometric capabilitidshe sensor.
This is particularly beneficial for low-light cortéins and thus
is suggested if the system shall be used for hatdi-h
applications. The mean standard deviation of td&ataesiduals
to the sphere amounts to 2.2mm. However, signifigdretter
accuracies can be reached if the object surfacdada® texture
on its own since no texture-free areas occur ash®rspeckle
pattern.

7. CULTURAL HERITAGE APLLICATION

The proposed sensor system was used for a large adeural
heritage data recording project at the Royal Palate

Amsterdam. Two tympanums covering an area of ah@6m?
were recorded with sub-mm resolution and accuradye
tympanums contained reliefs with a complex 3D swgfas
shown in figure 7. A first comprehensive report abohis
project is given by Fritsch et al., 2011.

o)
;4

Figure 7: Upper left: East tympanum at the paldognosterdam from
distance. Upper right: detail - the relief contaivi®le statues (size of
visible target: 4cm by 3cm). Lower: sensor duriagadacquisition.

-

In order to acquire a dense point cloud for eachpgnum the
designed sensor was used at the scaffolding in itatibn with
several tripods and stands. Firstly, a nadir adipris was
performed in a raster shape to cover both triasbped areas
with the size of 25m by 5m each with connected fpoiouds.
Secondly, angled shots were acquired to recordlisletad to
resolve occlusions. The compact size of the systeas
particularly beneficial for this task.
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The fifth camera with the very large field of viemas not used
for the actual point cloud acquisition but for ttegistration of
point clouds only (see also section 4). Featuratpovere used
within a Structure from Motionmethod to determine the
exterior orientation of the stations without inlitiaformation.
Within 9.5 days about 2,000 stations were acquiading to a
total amount of about 10,000 images. Ground corpi@hts
measured by tachymetry provided the transformatmrthe
global coordinate system. About 2 billion 3D poinigere
computed for both tympana.

Figure 8: Point cloud of the tympanum at the wasafle with about 1.1
billion points and a detail. Third image: detadrr the east tympanum.

8. CONCLUSION AND OUTLOOK

Image based data recording provides an effectiatisn
especially for cultural heritage applications witigh accuracy
requirements. Cameras can be used for hand-heldiosau
which enable the efficient acquisition of complestails with
high resolution while occlusions can be resolvednmyitiple
viewpoints. At the same time, cameras are affolalfi-the-
shelf products, while common systems based on ksBing
are expansive and do not provide the same levigdxibility.

The proposed sensor system is a realization ofctiiisept and
proved that even a recording on large scale isiplesense
image matching methods provide 3D information factepixel
in the overlapping areas which leads to a pointiatiof up to
3.5 Mio. points per shot. The mountilicrosoft Kinectensures
the availability of texture, which enables also ldight
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applications or the recording of surfaces withoaekture.
However, higher accuracies can be reached if thecolhas
texture on its own, which is the case for mosturalt heritage
data acquisition tasks.

Within future work, the investigation on alternatiways for the
real time derivation of the exterior orientationncenable an
efficient acquisition work flow with preview and igiance
functionalities. ThereforeSimultaneous Location and Mapping
(SLAM) methods can be employed or a real time tegfion
point cloud in object space byerative Closest Point (ICP).
Also the low resolution but real-time depth infotroa from
theKinectmight be beneficial for these tasks.
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