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ABSTRACT:

In this paper, we propose an automated techniqueréating a simplified 3D structure shape modeindbor environments from
the sparse 3D point information provided by the tpgrammetric method. Multiple coded-targets areduf® the automatic
detection, recognition and measurement of 3D coatds of points on the room walls from the acqustdeo images. The sparse
3D information is then processed by our software tfe estimation of a simplified 3D structure shapedel of the room.
Additionally, the 3D model is also translated irtalevelopment figure which represents multiple agtaphic projections of the
room. The proposed method is implemented intowldiss procedure which allows to obtain, by a fewragions, a simplified 3D
structure shape model of a room and its orthograppresentation in drawing sheets. The developetication software can be
used for the determination of the shape of roorslyealso by persons without experience in 3D measent techniques.
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Figure 1. Overview of the proposed system. Leflocooded targets are placed on the walls of a ratereo images are processed
photogrammetrically and sparse 3D points coordgate obtained. Center: a simplified 3D structuagpstmodel of the room is
constructed from the sparse 3D information. Ridig: development figure is generated by orthograptugection of the 3D model.

1. INTRODUCTION

The 3D reconstruction of indoor environments is amant task
for architecture field. Repair works in a buildingayn be
conducted for finishing the interior or for changitne layout of
a room. The decision of starting repair works isdahin mostly
cases on their rough costs which are estimated frensize of
the walls or from the room footprint. This inforrimat is usually
obtained from the technical drawing sheets of thddmng.
However, such important information often is notiéable in
cases of buildings that have been built few decadesIn other
cases, the drawings do not represent the currate sff the
rooms because of previous repair or maintenance&swydn
these situations, in order to obtain the requiteabse and sizes

Recently, terrestrial 3D laser scanners have begioged for
the measurement of interiors of buildings (Budra®l@). A 3D
laser scanner generates a dense 3D point cloudoafa in few
minutes and it can be used for reconstructing fitacture,
including complex details as window frames. Fosthéason,
laser scanners have been frequently used for prearsd
thorough measurements in large building, like aigpoor
bridges. However, in spite of the precision andesion of the
obtained 3D point cloud data, this only estimates gurface of
the measured objects and it does not give a staictu
description of them. Moreover, it is difficult toeasure the size
of objects from 3D point cloud data without theilges, and the
process of extracting edges of objects from thatpdoud data
is complex and computationally heavy. The cost bé t

of the considered rooms, measurements have to b#e maequipment and the required technical skills to afeBD laser

manually by tape measure or by laser distance métes

procedure may be difficult and complex dependingtenshape
of the room. Moreover, measurements have sometimdse

repeated because of objects and elements of the, ras
windows or doors, that were forgotten to be meabkuta

addition, the whole procedure of taking manual messents
requires a lot of time. It is thus strongly wish®gdmany repair
workers to streamline the measurement processaira.
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scanners and process the resulting data are ajgtiveeissues
for their use in our case of simple repair worksididionally,
the measurement accuracy of laser scanners is higielr than
what is required for the rough cost estimation egdair works.
For all these reasons, 3D laser scanners cannobisdered
the adequate measurement systems for our case.
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Figure 2. Overview of the processing steps. Toy: loefior-coded targets are placed on the wallsroban and multiple stereo
images are acquired. Top Center: 3D point coordinate determined by photogrammetry. Top Right: laygusormal vector

information, the 3D points are clustered for eaeli.vBottom Right: the wall sequence order is decidgattom Center: intersection

lines are estimated for each neighboring walls.@otteft: corner points are estimated and the 3simodel is constructed.

We propose instead a method for the automatic ringebf

simplified 3D structure shape of rooms by usingrspa3D
point information. The main advantages of the ps=gb
method are the simple required equipment and theplsi
acquisition and processing. Additionally, it is pilde to add
new measurements without the need of new acquisitin

fact, the reconstructed simple 3D shape modelroban can be
easily extended with new details like window franmesdoors
in post-processing works without the need to perforew
measurements in the building. Moreover, the recaostd 3D
room shape model is translated into the developrfignte

which represents orthographic projections of thenroand
which is very useful for repair works planning.

The simple 3D room shape model is reconstructech fBD

sparse points obtained by photogrammetry. The 3@ da
processed automatically and in short time. Figughdws the
overview of the proposed method and Figure 2 dessrihe
different processing steps to reconstruct the €n3id room
shape model.

The contributions of this paper are the following:
1. We formulate the automatic technique for the psém

modelling of room structure shape by sparse 3D tpoin

information provided by the photogrammetric method.

2. We propose a method for translating the simier@om
model into development figures.

The rest of this paper is organized as followserafeviewing

related works in Section 2, we describe our metliod

constructing the 3D room shape model in Sectiolm Eection

4, we describe the process to obtain developmeutes. In

Section 5, we show experimental results to verifye t
effectiveness of the proposed method. Section @ladas this

paper.
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2. RELATED WORKS

Various 3D reconstruction methods have been prapdse
modelling buildings, landscape and objects. Thesthaus can
be classified into three classes: (1) model-baggttoaches,

where scenes or objects are reconstructed from lesimp

geometric primitives such as column, cylinder, cosghere
(Khalil et al. 2001, 2002, Devevec 1996); (2) deapproach,
where the objective is to capture fine details (Ebe 2007,
Seitz 2008, Sinha 2008); (3) depth map integratipproach
(Furukawa 2009), which is similar to dense appreactZach
2007).

Khalil et al. have proposed the model-based apprdac 3D
indoor modelling of buildings. This method assuntbat
indoor objects as window frames, doors, rooms ordaors are
modelled by simple primitives. This modelling methoonsists
of three steps: geometric modelling, topologic nilite and
semantic modelling. By the geometric modelling steploor
geometric elements are extracted from images by
photogrammetric method. The extracted elementsnacelled
by means of their borders. The relationships betweach
modelled component (room, corridor, etc) are meputdfined
in the semantic modelling step with the help ofldl Goftware,
where different types of surfaces are availableyas ceiling,
ground, window, etc. The final 3D model is constedc by
combining all the elements. The advantage of thdehbased
approach consists in the lot of semantic infornmatiecluded in

the generated 3D model, compared to general 3Desimaylels.

The drawback is however the required manual operatfor
the definition of types of surfaces.

The second class of modelling approach is baseth@multi-
view stereo (MVS) method where camera parametees
estimated and a dense 3D point cloud is obtainem fmages
by using Structure-from-Motion (SfM) algorithms (&ele
2007, Seitz 2008). These methods employs the SpETator

the

ar
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Figure 3. Color-coded target: the different colatterns of the
coded target are used for the identification; glsitoded
target features three circular signalized pointghRithe

normal vector can be calculated by the measures thr
signalized points.

(Lowe 1999) as feature points detector, which wowedl for
extern building reconstruction. However, for indoggenes,
SIFT cannot perform robustly because of poor textur
information on the room walls and therefore in ttase feature
points cannot be stably extracted.

Furukawa et al. have improved the dense approactthi®
reconstruction of indoor scenes (Furukawa 2009jstllj
camera viewpoints and parameters are estimated siyg u
Structure-from-Motion algorithms. A 3D dense poafdud is
then estimated by Patch-based Multi View Stereo \(BM
approach. In the next step, a depth map of theesésn
constructed by the Manhattan World Stereo methodciwh
assumes that surfaces are piece-wise planar agaedliwith
three dominant directions. In the final step, tleptd map is
merged to generate surfaces from graph-cuts (Bog2ro\1) by
each planar area. This method produces sometiness er
because of feature point mismatches. In fact, ahfieatures
cannot guarantee robust results.

In our approach, precise and sparse 3D coordirfgieints on
walls are extracted by photogrammetry. Simplifidd Shape
model of room is constructed by few operations dast
processes. Additionally, we translate the 3D shapedel into
drawing sheets.

3. 3D STRUCTURE SHAPE MODEL OF ROOM

In this section, we propose the estimation meth6éd3D
structure shape model
coordinates of points on walls. Second we clustesé points
by each wall. Next, we determine wall sequence rordleen,
we add the height of wall and construct 3D struetahape
model of room. We assume that the 3D room shapeshisd
consisted of planes of walls in a horizontal ditt one flat
ceiling and floor.

3.1 Extraction of 3D points by photogrammetry

Coded targets are placed on the walls of the roonbeo
modelled. Multiple stereo images of the room arenth
processed by photogrammetry to determine the 3@rrimdtion
that will be used for the modelling process. Thinga 3D data
consist of 3D coordinates of the targets on thdswaid their
normal vectors. The information about the normaitee of a
wall is important for estimating the structure shayb the room
(as it will be explained later). For this reasom, @mploy color-
coded targets that have been proposed in our prewmrk
(Moriyama 2008).

The color-coded target features different colortgyas that
serve for the automatic recognition. Three sigealizircular
points are included in a single coded target. Thase
automatically measured in the images and can asoskd to
estimate the normal vector of the target surfaee Egure 3).
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of room. First we estimate 3D

3 points of single Color-coded target

\

©
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Figure 4. Extracted 3D coordinates of points.

Furthermore, the distance between the three cir@dants in
the color-coded target has been previously defisedhat the
real scale of a scene can be determined from disthatween
them in the images. The 3D coordinates of the tloremilar
points in all the color-coded targets placed onrtmm walls
are calculated by stereo photogrammetry (see Figjure

3.2 Estimation of room wall planes

The plane of a wall is defined by a normal vectod éhe 3D
coordinates of a point on the wall. For a precied &obust
estimation of the wall planes, we have clustereceagh wall
the 3D points extracted by photogrammetry. The tehirsy
process consists of the following four steps:

@ Estimation of normal vectors for all color-codedgtts
(see Figure 5, top left), from the 3D coordinatéshe
three circular points of each target, that areutated by
photogrammetry.

@ 3D points are roughly clustered by the normal vecto

information (see Figure 5, top right). Points wiimilar

normal vector directions are grouped in a clushkote:
even though Figure 5 features four different dice,
this is not a given limit.

Refinement of the clustering. The average normatovec
of roughly clustered points is used as axis foinhef the
clustering. The 3D points are clustered by the evabfi
their projection onto that axis. In fact, 3D poims the
same wall are projected to about the same poséiuh
points on different walls have different positioos that
axis (see Figure 5, middle). The case of postuded on
a wall is also considered: in fact, in such sitmtihe
projection onto the axis is equivalent also fornp®iof
different walls (see Figure 6). For this reasonrnma
vectors of the same cluster are analysed and ifnalor
vectors of other clusters are found between thévan t
these normal vectors are divided into two differeosters.

Estimation of parameters and equations of wall gdatry
the 3D coordinates of clustered points and norreators
(see Figure 5, bottom left).
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Figure 5. Clustering process. Top Left: the blactsadepresent

the 3D points of color-coded targets, the blackwsrrepresent

their normal vectors. Top Right: rough clusterin@bf points
by directions of their normal vectors. Middle: refment of
clustering; the red axis is defined as clusterixig,aand 3D
points (green) are clustered by the value on tige Bottom

Right: the result of clustering refinement on a clien. Bottom

Left: final result of the clustering process.
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Figure 6. Clustering refinement method in detailtlthe
value of the three points (blue arrows) projectedhe axis
(red) is equivalent, these points are thus cludtaseone wall.

These points should however be clustered as twis vRight:
when points of different values on the axis (markétth the
red circle) are found between clustered points) these points
are clustered as two different walls
(turquoise and blue arrows).

3.3 Determination of wall sequence order

The alignment sequence order for the walls is detexd in
order to estimate the intersections of neighboulswahe
procedure is described in the following steps. thirare
estimated the center points;( of the 3D points on each wall
(i represents wall id number); then, the center ofsrgoint
(C) of all center pointsH) is calculated. As second step, wall
vectors ;) are defined fronC to P; (see Figure 7, left). A
selected representative wall vector is then setstasdard

vector §). This is rotated by arbitrary angles and the dot

products of the rotated standard vec®) (with all wall
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Figure 7. Determination of wall sequence order.
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Figure 8. Determination of wall height. Points e border
lines between ceiling, floor and a wall are selédtethe
orthographically projected image.

vectors {;) are calculated by each rotation. The wall vector

which has maximum of dot product change is fourndefach
rotation and this information is used in order tiedmine the
correct alignment sequence order of the walls Egare 7,
right).

3.4 Adding ceiling and floor information

The correct height of the room is required to carcit its
simplified 3D model. However, the heights and lamatof the
ceiling and the floor of the room are unknown beeathe
color-coded targets cannot be placed on their seisfan order
to obtain the height of a wall, its orthographigatirojected
image is generated and ceiling and floor bordemtsoare
manually selected on the image (see Figure 8).
orthographically projected image includes 3D cooatk
information for each pixel, so that the wall heigtdan be
directly obtained from the ceiling and floor points

3.5 Construction of 3D room shape model

The corner points defining the structure and shepehe
measured room are estimated from the intersectbreeiling
and floor planes and neighbour wall planes. Thekfied 3D
shape model of the room is then constructed byirjgirthe
determined corner points with polylines (see Fig8je The
obtained 3D shape model features real scale sfpemation
(the 3D points have in fact been transformed iral 1scale
coordinates using the information of the lengthwleetn the
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three circular points on the used color-coded tajgésee
Figure 9).

In addition to the simplified 3D room shape modelr method
allows to add in a very simple way details and otsjdike
doors, windows, paintings, etc.(see Figure 10 BattAndoor
is modelled by red square.). These details can aeuaily
modelled and inserted in the 3D shape model.

Firstly is generated an orthographically-projeciedge of the
wall containing the object to be modelled. Theninmoof the
contour of the object are traced manually on thiage. The
resulting 3D data can be directly inserted into &2 room
shape model.

4. GENERATION OF DEVELOPMENT FIGURES

The reconstructed 3D room shape model is translatesl
development figures which represent orthographajegtions
of the room in different directions. These figurean be
considered as drawing sheets and are very usefutefmir
works planning. The procedure to generate develapme
figures is described as follows. All the walls metsimplified
3D shape model are clustered in four main groupssiyg the
directions of the wall normal vectors. Orthograpimages are
then generated for each wall by projecting themo antsingle
plane at four directions. Figure 10 shows the flplan of a 3D
room shape model and the development figure fordimeetion
which is composed of three different walls (redpsk).

Figure 11 shows the complete development figurdudiog
floor plan and four orthographic projections.

Figure 9. 3D room shape model of room with realess&ze.
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Figure 10. Development figuré. Top;: floor plan &f 8hape
model. Bottom: development figure for one directiddded
Door (red square).

00 3500 2000 2500

5000
4000 4000 4000
3000k 3000 3000
L= ; ‘ad
2000 2000 g .. . | r U 2000
1000 1ooof d ﬁ . 1000 2
. ) : T 3 ) E
0 10002000300040005000 40007000 0 1DDDZDDDSDNDD?1hDDDSDDD a0007000 0 10002000 SDED%DDDSDDDéDDD?DDD
or as
DevelopedlopYiewFig.cav DevelopedFigure?.cay DevelopedFigure1.cav
4000 4000
3000 L_
Floor Area size : 27.242 [m2] Z000 S FoolnE .
Project Name : takeuchil 1000¢ .= - » 1
Scale Size : 1/ 113 i _ : :
&% TOPCON 0 1DDDEDDDS%DD?1hDDDSDDD a0007000 0 10002000 SD\SDA%DDDSDDD a0007000
ol eg
DevelopedFigurel.cey DevelopedFigured.cay

Figure 11. Development figure.
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Table 1. The conditions of the experiment.

About 2000 ~ 3000 mm

Distance of subject to camera About 3000 ~ 5000 mm

About 1.0
About 1.0

Baseline length

Plane resolution mm

~2.0 mm

Depth resolution

Table 2. Experimental results.

Maximum Error
22.0 mm

Average Error

8.8 mm

5. EXPERIMENTSAND RESULTS
5.1 Experiment

We conducted an experiment involving five non-pssfenal
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