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ABSTRACT:

In this work, we propose a state-of-the-art onistiadl analysis of polarimetric synthetic apertuaglar (SAR) data, through the
modeling of several indices. We concentrate ontgggbund classes which have been carried out fnmplitudes, co-polarisation
ratio, depolarization ratios, and other polarintetiéscriptors. To study their different statistioahaviours, we consider Gauss, log-
normal, Beta I, Weibull, Gamma, and Fisher stattimodels and estimate their parameters using thmethods: method of
moments (MoM), maximum-likelihood (ML) methodologgnd log-cumulants method (MoML). Then, we study dipportunity of
introducing this information in an adapted superdislassification scheme based on Maximum-Likelkhaad Fisher pdf. Our
work relies on an image of a suburban area, aadjuisethe airborne RAMSES SAR sensor of ONERA. Thelteqrove the
potential of such data to discriminate urban swsaand show the usefulness of adapting any classassification algorithm
however classification maps present a persistassdonfusion between flat gravelled or concretésrand trees.

1. INTRODUCTION we deal with supervised classification methods aesults.

o o ) _ _ ) Conclusions are presented in the last part of tpempa
Statistical modelling is essential to SAR image riptetation. It

can provide a technical support for a comprehensive 2. SITE AREA AND DATA SET
understanding of terrain scattering mechanism, kwhielps to
develop algorithms for effective image interpreiatiand 2.1 SAR data
creditable image simulation [1]. For that purposee
concentrate to eight ground classes which have baeied out We investigate the potential of X-band fully pofaeitric data
from amplitudes, co-polarisation ratio, depolaii@at ratios, for discriminating between the principal classesspnt over a
and other polarimetric descriptors [2,3]. site around Toulouse, France (Figure 1). Data @snfrthe
ONERA airborne RAMSES (Radar Aéroporté Multi-Spectral
In the first part of this work, particular attemido several d'Etude des Signatures) SAR [9, 10] and is delivéneSLC
different theoretic and heuristic models for theolability  (Single Look Complex) format, acquired in 2006 wisim
distribution function (pdf) of SAR descriptors isoposed. incidence angle of 60° and a sub-metric pixel Sizeboth
After analyzing several parametric statistical mWgttion  azimythal and range directions. These samplings salow
models (Gauss, Gamma, Beta, Weibull, Log-normalhéfls  opserving lots of urban objects (large and smaildings,
their parameters are estimated on real data ao@rh ,a,r5) and artificial soils). Because of the laigeidence

different methods: method of moments (MoM), maximum . .
ewing angle, roofs are well represented wherbasfacades
likelihood (ML) methodology, and log-cumulants meth :revﬂo?visikg)le [3] W P W

(MoML) [4]. Then the fitting of the estimated models
checked usingK-S (Kolmogorov-Smirnov) test, correlation

coefficients and visual analysis [5]. 2.2 Training data

. ) L The main objective is to estimate different urbdasses, in
In the second part, a supervised technique fosiieation is  particular we are interested in discriminating énrigpes of

proposed For that purpose, an adapted likelihood distancg,jiging roofs: flat concreted or graveled rooffoped tiled
measurement based on the previous statistical €i8al$ 545 and metallic roofs. The other classes areléab’lawns",
introduced in & Maximum Likelihood algorithm. Inder 10 jncjyding lawns and bare soils, "trees” includirges and small
assess the performance of our method, our resualbrigpared shrubs, "highways" including roads and car parks, @so two

with other results from supervised classificatiaitts as SVM  |55ses. "radar shadows" and "bright pixels” tizaehappeared
[6] or supervised ML Wishart classification [7]. &h | seful to limit the misclassification rate.

experiments are held on a POLSAR image providedhey t
RAMSES SAR sensor of ONERA over a suburban area.

The studied area and radar data are presented imettt part of
this paper. We describe shortly the polarimetritidas used in
the feature vector [8]. Then in the third part, bveefly expose
the principle of the statistical analysis and resuh part four,
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d site (Toulouse, France),
Pauli composition

reptesein RGB

We define two sets of knowledge: training sampkesnaut in
the supervised classification and control sampieassess the
classification performance. Training and controladaas been
manually extracted by visual interpretation of ogtiviews and
the radar image using the RGB Pauli representatiba.list of
knowledge data is summarized in Table 1.

Classes Training data Control data
Radar shadows 3596 2083
Highways (roads, parks...) 8538 12537
Lawns (lawns, bare soils) 17955 10163
Trees (trees, small shrubs) 4281 3719
Bright pixels 1990 766
Metallic roofs 546 423

Flat graveled or Concrete roofs 4958 2615
Sloped tiled roofs 235 240

Table 1. Training and control samples in pixel ivem

2.3 Polarimetric descriptors

The fully polarimetric radar system records the ptate
characterization of the scattering field in all t@nfigurations
(HH, VvV, HV, and VH), with their intensities or arijudes
and relative phases. The recorded polarimetric ditavs a
better characterization of the scatters based oe
decomposition theorems [8]. In this work, we useesal
descriptors of interest summarized in Table 2.

3. STATISTICAL ANALYSIS

The precise knowledge of the statistical propeniethe SAR
data plays a central role in SAR image processing an
understanding. The purpose of this part of papdo iest the
availability of discriminating each type of surfagecording to
its statistical behavior and modeling the polarimendices by

a theoretical model. The process of parametric mugle
consists of: (1) selecting several known statistiistribution
models; (2) estimating the distribution parameté3¥assessing
the goodness-of-fit of the models [1].
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No. Feature Expression

1 |Red Pauli | R p=[hh - Swv |/(V2)

2 |Blue Pauli | Bp =|Shh + Sw |/(V2)
3 Amplitude [Shh|

4 Amplitude ISV

5 Amplitude [Shv]|

6 Entropy H) > Pilog(F)

7 Anisotropy A= (A2- A3 )/ (Aot A3)

8 Alpha o= ouP1+P2a2 + P3 a3
9 Copolarisation ratio [HH/|VV|

10 | ~rcimvicnbinn vasia | HVIIVV]

11 [HV|/[HH|

Table 2. Polarimetric parameters considered mvlark

We selecte the most widely used distributions i literature,
which are the Gauss, Gamma, Weibull, Beta |, Logadrand
Fisher pdfs. The goal is to determine which oné¢his most
appropriate for SAR data statistical characterirative expect
the Fisher distribution to be the more appropriateit has
already been adopted for the high-resolution SARsSitzs over
urban regions [4,11,12].

Three methods of estimation of the parameter ansidered.
These methods are method of moments (MoM), maximum-
likelihood (ML) methodology, and log-cumulant metho
(MoML) [4]. For comparison, we represent in Figu2e the
different results of estimated parameters of Gamvdaibull,
Log-normal, and Fisher distributions for one dgsor and two
classes using MoM and ML. We notice that the cuwfehe
Fisher distribution is situated between the Gamisgiblution

and Weibull distribution curves.

Metallic roofs

= Empirical
- Weilbull pdf (LM)
= | ggnormal pdf (MM)

GammapdfML) |
Fisher pdf {(LM)
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Figure 2. Empirical |HV|-histograms and pdfs eated using
ML or MoM for two classes

We use different approaches to realize a GoF (Gessinf-Fit)
test between empirical model and theoretical patacnmodel
[12]: the popular Kolmogorov-Smirnov test, corr@at
coefficients and visual analysis. As general remanie ML
estimation method is more accurate than the MoM.
Nevertheless, in the case where the number ofnithepiendent
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samples is sufficients, the MoM provides a preestmate of
the value of the parameters with a lower computatione.
With our high-resolution image, it turns out thaetFisher
distribution leads to the best modeling of SAR desaors.
Fisher parameters estimated by the MoML fit bettee
empirical distributions than the one estimated lyMWhereas
the one estimated by ML are the most relevant. Hewein
some cases, ML estimation does not lead to anytré&sr these
reasons, we select the Fisher distribution, usingMl\4, to
model POLSAR descriptors. The result of the stat$@nalysis
using Fisher pdf, in each of all eight classes,tfer different
descriptors, is shown in Figure 3.
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T T

—+— Trees

—w— Bright pixels

........ Flat roofs

=== Lawns

— Highways

—g— Metallic roofs

== Shadows
Slopped roofs

|[HV|/|HH|

Fisher pdf
T

—— Trees
—— Bright pixels H|
...... Flat roofs
== Lawns
: | —e Highways H
— Metallic roofs H
== Shadows
— 4+ Slopped roofs 4

12

JHHIVV]
Figure 3. Estimated Fisher distribution by MoML fbe eight
classes and two different descriptors

4. CLASSIFICATION AND RESULTS

4.1 Methodology

For classification of polarimetric SAR images, salenethods

approaches, for example using Support Vector Macf@VM)

[6].

In a first experiment [3], the data made from thepblarimetric
descriptors, was classified using unsupervised M/ishart
classification (with POLSARPRO). The result was very
confused. Then a decision tree was manually huilgrder to
reduce classification ambiguities. This leads tttdveresults,
with overall accuracy close to 70%. This first esiment tends
to the object that the initial classification algioms have not
exploit all the statistical information of the 1lolarimetric
descriptors. However, a decision tree is not a gaddtion as it

is manually built according to the class ambigsitieat we can
observe in the classified image. Using a supervised
classification such as SVM, a decision tree seembet less
useful (see Table 3). However, some ambiguitiegarticular
between shadows and highways and between flat emafdrees
are present in both results.

So, we think that an automatic classification aljpon may be
built, based on adapted statistical criteria, amgbrove the
result. In this context, we propose a supervised ML
classification method based on Fisher pdf as pamwledge.
The performance of this new algorithm, implemented
MATLAB, is compared with three different methods of
supervised approaches: SVM classification (using/BNG-
ML (circular Gaussian-based ML) classification (MIAAB
code) and Complex Wishart classification (MATLAB cpde
For this last method, the ML criterion is performed the
polarimetric covariance matrix and not on the 14cdiptors.

4.2 Results

Table 3 give the performance of the different apphes. Let us
note that each classification result is largelyriowed by a local
5x5 majority vote. Besides, in order to use ENVI SVM
algorithm, we were compelled to reduce the siztheftraining
samples.

The adapted ML Fisher classification based on tHe 1
descriptors has not led to better results than G&IL
algorithm (figure 4). This may be due to the féztttwe assume
in our Fisher criterion that the 11 descriptors iagependent.
In addition, ambiguities between highways and ratedows

scattering mechanisms  using  various
decomposition methods. For example, the targetoppt(H)

and scattering angle o) are calculated from such
decomposition. H provides information on the scattedegree

polarimetricThe Wishart based classification result is moresyidhan the

two previous ones. In the SVM result, important fosions
occur between highways and shadows.
The rate of good classification of sloped tiledfrpixels seems

of randomness and indicates the nature of the scattering Perfect. However the image shows few sloped roof$ we

mechanism. By dividing H and. plane into eight zones,
different physical scattering characteristics dfegrain can be
classified[13,24]. Or using more descriptors, the polarineetri
information is converted into three parameters (H,and
Anisotropy A) to which a physical interpretationassociated
[15].

Some other classification methods are based orstatat
characteristics of data and coherency matrix andvelea
distance measure based on the complex Wisharibdistm [7]
or the complex Gaussian distribution. We use itrf@aximum-
likelihood (ML) classification of single-look polanetric SAR
data.

Also there exist classification algorithms based iomage
processing techniques: unsupervised approachesy usin

instance the Markov theory [11,16,17] or supervisedg
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think that in a larger area, one class (and so tai@ing
sample) should be defined for each different odagoin of slope
compared to the radar antenna side-looking angle.

5. CONCLUSIONS AND PERSPECTIVES

This paper has presented a validation of the Figtieto model
eleven polarimetric descriptors and a new supestvisél
classification based on the Fisher pdf. The reisuttompared
with several supervised classification results (SVWL based
on a Gaussian pdf, Complex Wishart ML algorithm).eTh
overall performance obtained with the differenssifications is
around 70%. The classification result from Fishédr dfiterion,
although it does not show the best overall accyrsegms less
oisy than the others. Nevertheless misclassifinatstill occur
etween flat graveled or concrete roofs and trees.
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Although the results could seem poor compared ¢tsetthat
one can obtain using an optical data, a first @& shown that
the radar classified image provide a complemeritdéoymation
to a spectral classified map [18].

In the future works, we will study a new Fisher Mtiterion
that take into account the correlation between #heven
descriptors. Besides, polarimetric correlation dpsors should
be introduced in our analyse. Then we project tterek our
work to unsupervised ML algorithm.

From these results, we think that contextual infaiom is
necessary to discrimate flat graveled or concretfsr from
trees. Contextual information could be other radsages (with
different wavelength), spectral data, or geomeitiformation
(shape or elevation). These topics may be investiga future
studies.

Shadows Highways Lawns Trees| Brigh{ Metallic Flat Sloped Kappa Averall
Pixels roofs roofs roofs Accuracy
SVM 68% 63% 67%| 329 749 70% 5506  100% 0.48  60.8%
SVM + | 68% 63% 65%| 36% 74Y 70% 546 100% 0.8 60.8%
DT
G-ML | 81% 73% 92%| 55% 879 73% 60% 100% 0.69 76.8%
W-ML | 82% 47% 74% | 18% 869 81% 59% 97% 045 57.1%
F-ML 86% 69% 84%| 35% 849 67% 86%0 999 0.65 72.4%

Table 3. Performance of tested classification wash
DT=Decision Tree. F-ML = ML method based on Fispef.
W-ML = Wishart ML classification

(©) (d)
Figure 4: Classification result: (a) SVM (b) G-ML) (€-ML (d)
Wishart ML
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